N United States ) January 2010
\"’EPA ir;\gr:gcmental Protection EPA/600/R-09/019EF

Integrated Science Assessment for
Carbon Monoxide

National Center for Environmental Assessment-RTP Division
Office of Research and Development
U.S. Environmental Protection Agency
Research Triangle Park, NC



Disclaimer

This document has been reviewed in accordance with U.S. Environmental Protection Agency
policy and approved for publication. Mention of trade names or commercial products does not
constitute endorsement or recommendation for use.

January 2010 i



Table of Contents

TABLE OF CONTENTS I
LIST OF TABLES VIl
LIST OF FIGURES Xl
CO PROJECT TEAM XVIII
AUTHORS, CONTRIBUTORS, AND REVIEWERS XX
CLEAN AIR SCIENTIFIC ADVISORY COMMITTEE CO NAAQS REVIEW PANEL XXIV
ACRONYMS AND ABBREVIATIONS XXVI
CHAPTER 1. INTRODUCTION 1-1
1.1. Legislative Requirements 1-2

1.2. History of the NAAQS for CO 1-3

1.3. ISA Development 1-4

1.4. Document Organization 1-6

1.5. Document Scope 1-7

1.6. EPA Framework for Causal Determination 1-8

1.6.1. Scientific Evidence Used in Establishing Causality 1-8

1.6.2. Association and Causation 1-9

1.6.3. Evaluating Evidence for Inferring Causation 1-9

1.6.4. Application of Framework for Causal Determination 1-12

1.6.5. Determination of Causality 1-13

1.6.5.1. Effects on Human Populations 1-15

1.6.5.2. Effects on Ecosystems or Public Welfare 1-16

1.6.6. Concepts in Evaluating Adversity of Health Effects 1-16

1.7. Summary 1-17
References 1-18
CHAPTER 2. INTEGRATIVE OVERVIEW 2-1
2.1. Ambient CO Sources and Concentrations 2-1

2.2. Climate Forcing Effects 2-2

2.3. Exposure to Ambient CO 2-3

2.4. Dosimetry, Pharmacokinetics, and Mode of Action 2-4

2.4.1. Dosimetry and Pharmacokinetics 2-4

2.4.2. Mode of Action 2-4

2.5. Health Effects 2-5

2.5.1. Cardiovascular Morbidity 2-5

2.5.2. Central Nervous System Effects 2-6

January 2010 iii



2.5.3. Birth Outcomes and Developmental Effects

2.5.4. Respiratory Morbidity

2.5.5. Mortality

2.6. Policy-Relevant Considerations

2.6.1. Susceptible Populations

2.6.2. Concentration- and Dose-Response Relationships

2.7. Integration of CO Health Effects

References

CHAPTER 3. SOURCE TO EXPOSURE

3.1. Introduction

3.2. CO Sources, Emissions, and Chemistry

3.2.1. Direct CO Emissions

3.2.2. Secondary CO Emissions and Associated Chemistry

3.3. CO Climate Forcing Effects

3.4, Ambient Measurements

3.4.1. Ambient Measurement Instruments

3.4.2. Ambient Sampling Network Design

3.4.2.1. Monitor Siting Requirements

3.4.2.2. Spatial and Temporal Coverage

3.5. Environmental Concentrations

3.5.1. Spatial Variability

3.5.1.1. National Scale

3.5.1.2. Urban Scale

3-37

3.5.1.3. Micro- to Neighborhood Scale and the Near-Road Environment
3.5.2. Temporal Variability

3.5.2.1. Multiyear Trends

3.5.2.2. Hourly Variation

3.5.3. Associations with Copollutants

3.5.4. Policy-Relevant Background

3.5.4.1. Surface-Based Determinations

3.5.4.2. Limitations of Other Possible Methods

3.6. Issues in Exposure Assessment

3.6.1. Summary of Findings from 2000 CO AQCD
3.6.2. General Exposure Concepts

3.6.3. Exposure Modeling

3.6.3.1. Stochastic Population-Based Time-Weighted Microenvironmental

Exposure Models

3.6.3.2. Using Spatial Models to Estimate Exposure

3.6.4. Personal Exposure Monitors for CO

3.6.5. Indoor Exposure to CO

3.6.5.1. Infiltration of Ambient CO

3.6.5.2. Exposure to Nonambient CO

3.6.6. Exposure Assessment Studies at Different Spatial Scales

3.6.6.1. Neighborhood to Urban Scale Studies of Ambient CO Exposure

3.6.6.2. Microscale Studies of Ambient CO Exposure: Near-Road and On-Road

Exposures

.6.7. Association between Personal CO Exposure and Copollutants

ww

.6.8. Implications for Epidemiology

3.6.8.1. Measurement Error

. Exposure Issues Related to Nonambient CO

3.6.8.2
3.6.8.3. Spatial Variability
3.6.8.4. Temporal Variability

January 2010 iv



3.6.8.5. CO Exposure in Copollutant Mixtures

3.6.8.6. Conclusions

3.7. Summary and Conclusions

3.7.1. CO Sources, Emissions, and Chemistry

3.7.2. Climate Forcing Effects Related to CO

3.7.3. Ambient CO Measurements

3.7.4. Environmental CO Concentrations

3.7.5. Exposure Assessment and Implications for Epidemiology

References

CHAPTER 4. DOSIMETRY AND PHARMACOKINETICS OF CARBON MONOXIDE

4.1, Introduction

4.2, Carboxyhemoglobin Modeling

4.2.1. The Coburn-Forster-Kane and Other Models

4.2.2. Multicompartment Models

4.2.3. Model Comparison

4.2.4. Mathematical Model Usage

S

4.3. Absorption, Distribution, and Elimination

4.3.1. Pulmonary Absorption

R

4.3.1.1. Mass Transfer of Carbon Monoxide

4.3.1.2. Lung Diffusion of Carbon Monoxide

4.3.2. Tissue Uptake

4.3.2.1. Respiratory Tract

4.3.2.2. Blood

4.3.2.3. Heart and Skeletal Muscle

4.3.2.4. Other Tissues

4.3.3. Pulmonary and Tissue Elimination

4.3.4. COHb Analysis Methods

4.4, Conditions Affecting Uptake and Elimination

4.4.1. Physical Activity

4.4.2. Altitude

4.4.3. Physical Characteristics

4.43.1. Fetal Pharmacokinetics

Y L L L L L LN SN
QOWWOWOW CONODUITWWWNNR,REFE 0o

[}
o

444, Health Status

A DBAED BB ADL

d
N
[y

4.5. Endogenous CO Production and Metabolism

4.6. Summary and Conclusions

References

CHAPTER 5. INTEGRATED HEALTH EFFECTS

5.1. Mode of Action of CO Toxicity

5-1

5.1.1. Introduction

5.1.2. Hypoxic Mechanisms

5.1.3.  Nonhypoxic Mechanisms

5.1.3.1. Nonhypoxic Mechanisms Reviewed in the 2000 CO AQCD
5.1.3.2. Recent Studies of Nonhypoxic Mechanisms

5.1.3.3. Implications of Nonhypoxic Mechanisms

Q1 O1 01 010101

5.1.3.4. Summary

5.2. Cardiovascular Effects

5.2.1. Epidemiologic Studies with Short-Term Exposure

5.2.1.1. Heart Rate and Heart Rate Variability

5.2.1.2. ECG Abnormalities Indicating Ischemia

5.2.1.3. Arrhythmia

~NOoOWNN NOWNNREFPE-

(S NS NSNS N S
N e o ol el o

January 2010 v



January 2010

5.2.6.

5.3. Central Nervous System Effects
5.3.1.
5.3.2.
5.3.3.

5.4. Birth Outcomes and Developmental Effects
5.4.1.

54.2.

5.4.3.

5.5. Respiratory Effects
55.1.

55.2.

oo
;oo
U w

5.6. Mortality
5.6.1.

. Controlled Human Exposure Studies
. Toxicological Studies

. Controlled Human Exposure Studies
. Toxicological Studies
. Summary of Respiratory Health Effects

. Cardiac Arrest

5. Myocardial Infarction

. Vasomotor Function

5214
5215
5.2.1.6. Blood Pressure
5217
5218

. Blood Markers of Coagulation and Inflammation

5.2.1.9. Hospital Admissions and Emergency Department Visits

Epidemiologic Studies with Long-Term Exposure

Summary of Epidemiologic Studies of Exposure to CO and Cardiovascular
Effects

5.2.5.1. Endothelial Dysfunction

5.2.5.2. Cardiac Remodeling Effects

5.2.5.3. Electrocardiographic Effects

5.2.5.4. Summary of Cardiovascular Toxicology

Summary of Cardiovascular Effects

5.2.6.1. Short-Term Exposure to CO

5.2.6.2. Long-Term Exposure to CO

Controlled Human Exposure Studies

Toxicological Studies

Summary of Central Nervous System Effects

Epidemiologic Studies

5.4.1.1. Preterm Birth

5.4.1.2. Birth Weight, Low Birth Weight, and Intrauterine Growth
Restriction/Small for Gestational Age

5.4.1.3. Congenital Anomalies

5.4.1.4. Neonatal and Postneonatal Mortality

O Ww OO0 VOOV oOo~NNNINOPB~B_PF,O OWO WWWOo

5.4.1.5. Summary of Epidemiologic Studies of Birth Outcomes and
Developmental Effects

Toxicological Studies of Birth Outcomes and Developmental Effects

5.4.2.1. Birth Outcomes

5.4.2.2. Developmental Effects

Summary of Birth Outcomes and Developmental Effects

Epidemiologic Studies with Short-Term Exposure

5.5.1.1. Pulmonary Function, Respiratory Symptoms, and Medication Use
5.5.1.2. Respiratory Hospital Admissions, ED Visits and Physician Visits
Epidemiologic Studies with Long-Term Exposure

5.5.2.1. Pulmonary Function

5.5.2.2. Asthma and Asthma Symptoms
5.5.2.3. Respiratory Allergy and Other Allergic Responses

CO~NOOOOORFR,RFRPEFE, O©oWWww

gororTo1To1o1To1o1 O1o1 o1 o1 O o1 o1 Ol ool GaITgTgl T ATGT g1 g1 1Tl gro1orTo1 o1 o1 Ol
OOOWOWOOOOO ~NHOHO D o O U1 gl bbb D BB D BEBNONRPRPRPEPRE

5.5.2.4. Summary of Associations between Long-Term Exposure to CO and
Respiratory Morbidity

LI)'I(J'I
[{e N {e]
© 00

5-99

5.5.5.1. Short-Term Exposure to CO

5.5.5.2. Long-Term Exposure to CO

Epidemiologic Studies with Short-Term Exposure to CO

5.6.1.1. Summary of Findings from 2000 CO AQCD

Multicity Studies

o1 o101

6.1,
6.1.
6.1.

o

: Meta-Analysis of All Criteria Pollutants
. Single-City Studies

Vi

5-100
5-100
5-101

5-101
5-101
5-101
5-101
5-106
5-107



5.6.2.

5.7.1.

5.7.2.

5.7.3.
5.74.
5.7.5.
5.7.6.
5.7.7.
5.7.8.

5.8. Summary
References

5.6.1.5. Summary of Mortality and Short-Term Exposure to CO
Epidemiologic Studies with Long-Term Exposure to CO

5.6.2.1. U.S. Cohort Studies

5-109

5-109

5-110

5.6.2.2. U.S. Cross-Sectional Analysis

5.6.2.3. Summary of Mortality and Long-Term Exposure to CO
5.7. Susceptible Populations

5-113

5-114

5-114

Preexisting Disease

5-116

5.7.1.1. Cardiovascular Disease

5-116

5.7.1.2. Obstructive Lung Disease

5-117

5.7.1.3. Diabetes

5-118

5.7.1.4. Anemia

5-118

Lifestage

5-119

5.7.2.1. Older Adults

5-119

5.7.2.2. Gestational Development

5-120

Gender

5-121

Altitude

5-121

Exercise

Proximity to Roadways

Medications and Other Substances

Summary of Susceptible Populations

ANNEX A. ATMOSPHERIC SCIENCE

5-122
5-122
5-123
5-123

5-124
5-125

A-1

ANNEX B. DOSIMETRY STUDIES

References

B-1

ANNEX C. EPIDEMIOLOGY STUDIES

References

C-1

ANNEX D. CONTROLLED HUMAN EXPOSURE STUDIES

References

C-99

D-4

ANNEX E. TOXICOLOGICAL STUDIES

References

January 2010

E-1

vii

E-23



Table 1-1.
Table 1-2.
Table 2-1.
Table 2-2.

Table 3-1.

Table 3-2.
Table 3-3.

Table 3-4.
Table 3-5.
Table 3-6.
Table 3-7.
Table 3-8.
Table 3-9.
Table 3-10.

Table 3-11.

Table 3-12.

Table 3-13.

Table 4-1.

Table 4-2.

Table 5-1.
Table 5-2.
Table 5-3.
Table 5-4.
Table 5-5.

January 2010

List of Tables

Aspects to aid in judging causality.

1-13

Weight of evidence for causal determination.

1-14

Causal determinations for health effects categories.

2-5

Range of mean and 99th percentile concentrations (ppm) in US and Canadian studies of
short-term CO exposure and CVD hospitalizations.

2-15

Literature values for CO yields from hydrocarbons in per carbon units, except as noted.
Specific hydrocarbons are noted in parentheses.

3-10

Performance specifications for analytical detection of CO, based on 40 CFR Part 53.

3-18

Counts of CO monitors by sampling scale meeting 75% completeness criteria for use in the
U.S. during 2005-2007.

3-21

Proximity to CO monitors for the total population by city.

3-27

Proximity to CO monitors for adults aged 65 and older by city.

3-28

Distribution of 1-h avg CO concentration (ppm) derived from AQS data.

3-31

Distribution of 24-h avg CO concentration (ppm) derived from AQS data.

3-33

Distribution of 1-h daily max CO concentration (ppm) derived from AQS data.

3-34

Distribution of 8-h daily max CO concentration (ppm) derived from AQS data.

3-35

Table of intersampler comparison statistics, as defined in the text, including Pearson r, P90
(ppm), COD and d (km) for each pair of hourly CO monitors reporting to AQS for
2005-2007 in Denver, CO.

3-40

Table of intersampler comparison statistics, as defined in the text, including Pearson r, P90
(ppm), COD and d (km) for each pair of hourly CO monitors reporting to AQS for
2005-2007 in Los Angeles, CA.

3-46

National distribution of all hourly observations, 1-h daily max, 1-h daily average, and 8-h
daily max concentration (ppm) derived from AQS data, based on monitor scale
designations, 2005-2007.

3-53

Percentage of time exposed to ambient CO (adjusted to reflect the absence of nonambient
CO from ETS and gas cooking), average CO exposures, and percentage of exposure
estimated for the population.

3-86

Predicted COHb levels resulting from 1, 8, and 24 h CO exposures in a modeled human at
rest

4.9

CO concentration in pmol/mg wet weight tissue and fold tissue CO concentration changes
(normalized to background tissue concentrations) — human.

4-16

Responses to CO exposures at low and moderate concentrations.

5-8

Tissue concentration of CO following inhalation exposure.

5-10

Tissue concentration of CO following increased endogenous production.

5-11

Summary of studies investigating the effect of CO exposure on HRV parameters.

5-16

Summary of studies investigating the effect of CO exposure on cardiac arrhythmias.

5-18

viii



Table 5-6.

Table 5-7.
Table 5-8.
Table 5-9.
Table 5-10.

Table 5-11.
Table 5-12.
Table 5-13.
Table 5-14.
Table 5-15.
Table 5-16.
Table 5-17.
Table 5-18.
Table 5-19.

Table 5-20.

Table 5-21.

Table 5-22.

Table 5-23.

Table 5-24.

Table 5-25.
Table 5-26.
Table A-1.
Table A-2.
Table A-3.
Table A-4.
Table A-5.
Table A-6.
Table A-7.
Table A-8.

January 2010

Summary of studies investigating the effect of CO exposure on blood markers of
coagulation and inflammation.

5-23

Summary of CHD hospital admission studies.?

5-28

Summary of stroke hospital admission studies.*

5-31

Summary of CHF hospital admission studies.

5-33

Association of ambient air pollution levels and cardiovascular morbidity in visits with and
without specific secondary conditions.

5-34

Summary of nonspecific CVD hospital admission studies.

5-37

Brief summary of PTB studies.

5-53

Brief summary of birth weight studies.

5-59

Behavioral responses.

5-69

Neuronal responses.

5-72

Neurotransmitter changes.

574

Developing auditory system.

5-76

Cardiovascular and systemic developmental responses.

5-78

Range of CO concentrations reported in key respiratory morbidity studies that examined
effects associated with short-term exposure to CO.

5-82

Range of CO concentrations reported in key respiratory HA and ED visit studies that
examine effects associated with short-term exposure to CO.

5-89

Range of CO concentrations reported in key respiratory morbidity studies that examined
effects associated with long-term exposure to CO.

5-96

Range of CO concentrations reported in multicity studies that examine mortality effects
associated with short-term exposure to CO.

5-102

Range of CO concentrations reported in single-city studies that examine mortality effects
associated with short-term exposure to CO.

5-107

Range of CO concentrations reported in U.S.-based studies that examine mortality effects
associated with long-term exposure to CO.

5-110

Range of definitions of “susceptible” and “vulnerable” in the CO literature.

5-115

Adult U.S. population in 2007 with respiratory diseases and cardiovascular diseases.

5-117

Listing of all CO monitors currently in use, along with their limits of detection.

A-8

Microscale monitors meeting 75% completeness criteria, 2005-2007.

A9

Middle scale monitors meeting 75% completeness criteria, 2005-2007.

A-11

Neighborhood scale monitors meeting 75% completeness criteria, 2005-2007.

A-12

Urban scale monitors meeting 75% completeness criteria, 2005-2007.

A-15

Regional scale monitors meeting 75% completeness criteria, 2005-2007.

A-15

Monitors meeting 75% completeness criteria, 2005-2007 with no scale delared.

A-16

Numbers of high LOD and trace-level monitors in each state that met completeness criteria
for 2005-2007.

A-18




Table A-9.

Table A-10.

Table A-11.

Table A-12.

Table A-13.

Table A-14.

Table A-15.

Table A-16.

Table A-17.

Table A-18.

Table A-19.

Table A-20.

Table A-21.

Table A-22.

Table A-23.

Table A-24.

Table A-25.

Table A-26.

Table B-1.

January 2010

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in
Anchorage, AK.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in Atlanta,
GA.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in Boston,
MA.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in
Houston, TX.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in New
York City, NY.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in
Phoenix, AZ.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in
Pittsburgh, PA.

Table of inter-sampler comparison statistics, including Pearson r, P90 (ppm), COD, and d
(km), as defined in the text, for each pair of hourly CO monitors reporting to AQS in St.
Louis, MO.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Atlanta, GA.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Boston, MA.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Denver, CO.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Houston, TX.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Los Angeles, CA.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for New York City, NY.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Phoenix, AZ.

Comparison of distributional data at different monitoring scales for hourly, 1-h daily max,
24-h avg, and 8-h daily max data for Pittsburgh, PA.

Comparison of distributional data for hourly, 1-h daily max, 24-h avg, and 8-h daily max
data for Seattle, WA.

Comparison of distributional data for hourly, 1-h daily max, 24-h avg, and 8-h daily max
data for St. Louis, MO.

Recent studies related to CO dosimetry and pharmacokinetics.

A-30

A-33

A-36

A-39

A-42

A-45

A-48

A-53

A-55

A-55

A-56

A-56

A-57

A-58

A-59

A-60

A-60

A-61
B-1




Table C-1.
Table C-2.
Table C-3.
Table C-4.
Table C-5.
Table C-6.
Table C-7.
Table C-8.
Table D-1.
Table E-1.

January 2010

Studies of CO exposure and cardiovascular morbidity.

C-1

Studies of CO exposure and cardiovascular hospital admissions and ED visits.

Studies of CO exposure and neonatal and postneonatal outcomes.

Studies of short-term CO exposure and respiratory morbidity

Studies of short-term CO exposure and respiratory hospital admissions and ED visits.

Studies of long-term CO exposure and respiratory morbidity.

Studies of short-term CO exposure and mortality.

Studies of long-term CO exposure and mortality.

Controlled human exposure studies.

C-17
C-26
C-35
C-42
C-65
C-70
C-94

D-1

Human and animal studies.

E-1

Xi



Figure 1-1.
Figure 2-1.

Figure 3-1.
Figure 3-2.

Figure 3-3.
Figure 3-4.

Figure 3-5.
Figure 3-6.

Figure 3-7.

Figure 3-8.
Figure 3-9.
Figure 3-10.
Figure 3-11.

Figure 3-12.

Figure 3-13.

Figure 3-14.

Figure 3-15.
Figure 3-16.
Figure 3-17.

Figure 3-18.
Figure 3-19.
Figure 3-20.
Figure 3-21.
Figure 3-22.

January 2010

List of Figures

Identification of studies for inclusion in the ISA.

1-5

Excess risk estimates from epidemiologic studies of short-term CO exposure and CVD
hospitalizations along with author-reported mean and AQS-derived 99th percentile CO
concentrations.

CO emissions (tons) in the U.S. by source sector in 2002 from the NEI and the BEIS.

2-15
3-3

Trends in anthropogenic CO emissions (MT) in the U.S. by source category for 1990 and
1996-2002.

34

Surface air CO concentrations at Chebogue Point during the ICARTT campaign.

35

CO concentrations centered at ~3,000 m above sea level measured by the MOPITT sensor
on the Terra satellite for the period July 15-23, 2004, during intense wildfires in Alaska and
the Yukon.

3-7

Trends in subnational CO emissions in the 10 U.S. EPA Regions for 1990 and 1996-2002.

CO emissions density map and distributions for the state of Colorado and for selected
counties in Colorado in 2002, from the NEI and the BEIS.

3-7

3-8

Components of RF in 2005 resulting from emissions since 1750. (S) and (T) indicate
stratospheric and tropospheric changes, respectively.

3-14

Integrated RF of year 2000 emissions over 20-yr and 100-yr time horizons.

3-15

Scatterplot comparing data from co-located monitors in Charlotte, NC.

3-19

Map of CO monitor locations in the U.S. in 2007.

3-22

Map of CO monitor locations with respect to population density in the Denver, CO CSA,
total population.

3-23

Map of CO monitor locations with respect to population density in the Denver, CO CSA,
age 65 and older.

3-24

Map of CO monitor locations with respect to population density in the Los Angeles, CA
CSA, total population.

3-25

Map of CO monitor locations with respect to population density in the Los Angeles, CA
CSA, age 65 and older.

3-26

County-level map of second-highest 1-h avg CO concentrations in the U.S. in 2007.

3-29

County-level map of second-highest 8-h avg CO concentrations in the U.S. in 2007.

3-30

Seasonal plots showing the variability in correlations between 24-h avg CO concentration
with 1-h daily max and 8-h daily max CO concentrations and between 1-h daily max and
8-h daily max CO concentrations.

3-36

Map of CO monitor locations and major highways for Denver, CO.

3-38

Box plots illustrating the distribution of 2005-2007 hourly CO concentrations in Denver, CO.

Intersampler correlation versus distance for monitors located within the Denver CSA.

3-39
3-41

Map of CO monitor locations and major highways for Los Angeles, CA.

3-42

Box plots illustrating the distribution of 2005-2007 hourly CO concentrations in Los
Angeles, CA.

3-43

Xii



Figure 3-23.
Figure 3-24.

Figure 3-25.

Figure 3-26.

Figure 3-27.
Figure 3-28.
Figure 3-29.

Figure 3-30.
Figure 3-31.

Figure 3-32.

Figure 3-33.

Figure 3-34.

Figure 3-35.

Figure 3-36.

Figure 3-37.

Figure 3-38.

Figure 3-39.

Figure 3-40.

Figure 3-41.

Figure 3-42.
Figure 3-43.
Figure 3-44.

Figure 3-45.
Figure 3-46.

January 2010

Intersampler correlation versus distance for monitors located within the Los Angeles CSA.

Aerial view of the location of CO monitors A and B (marked by the red pins) in Denver, CO,
depicting their proximity to the urban core.

3-48

3-50

Aerial view of the location of CO monitor | (marked by the red pin) in Azusa, CA (Los
Angeles CSA), depicting its proximity to mixed use land. Scale: 1 cm=145m.

3-51

Aerial view of the location of CO monitor Q (marked by the red pin) in Pasadena, CA (Los
Angeles CSA), depicting its proximity to a residential neighborhood. Scale: 1 cm = 145 m.

Distribution of hourly CO concentration data by city and monitoring scale.

3-52
3-55

Distribution of 1-h daily max CO concentration data by city and monitoring scale.

3-56

Relative concentrations of CO and copollutants at various distances from the I-710 freeway
in Los Angeles.

3-57

CO concentration time series 20 m and 300 m from the 1-440 highway in Raleigh, NC.

3-58

CO concentration profile 10 m from I-440 in Raleigh, NC, behind a noise barrier and in
open terrain.

3-59

Dimensionless tracer gas concentration on the windward and leeward sides of the canyon
plotted against the elevation of the measurement

3-60

Normalized difference between CO measurements taken at ground level and from the 39th
floor of a building in a Phoenix, AZ street canyon as a function of bulk Richardson number
(Ri).

3-61

(Top) Trends in ambient CO in the U.S., 1980-2006, reported as the annual second highest
8-h concentrations (ppm) for the mean, median, 10% and 90% values.

3-63

Trends in ambient CO in the U.S., 1980-2005, reported as the annual second highest 8-h
concentrations (ppm) for the EPA Regions 1 through 10, along with a depiction of the
geographic extent of those Regions.

3-64

Diel plot generated from weekday hourly CO data (ppm) for the 11 CSAs and CBSASs,
2005-2007.

3-66

Diel plot generated from weekend hourly CO data (ppm) for the 11 CSAs and CBSAs,
2005-2007.

3-67

Seasonal plots showing the variability in correlations between hourly CO concentration and
co-located hourly SO,, NO,, O3, PMyo and PM, 5 concentrations.

3-68

Seasonal plots showing the variability in correlations between hourly CO concentration and
co-located hourly SO,, NO,, O3, PMyo and PM, 5 concentrations for Denver, CO.

Seasonal plots showing the variability in correlations between hourly CO concentration and
co-located hourly SO,, NO,, O3, PMyo and PM, 5 concentrations for Los Angeles, CA.

3-69

3-70

Linear regression of n-butane and isopentane concentration as a function of CO
concentration, Riverside, CA.

Map of the baseline monitor sites used in this assessment to compute PRB concentrations.

Monthly (circles) and annual (squares) average CO concentrations (ppb), 2005-2007.

3-71
3-73
3-74

Distribution of time that the sample population spends in various environments, from the
NHAPS.

Hourly personal versus ambient CO concentrations obtained in Baltimore, MD,

Box plots of the ratio of personal to ambient concentrations obtained in Baltimore, MD,

Xiii

3-79
3-84
3-85



Figure 3-47.

Figure 4-1.
Figure 4-2,
Figure 4-3.

Figure 4-4,

Figure 4-5.
Figure 4-6.
Figure 4-7.

Figure 4-8.

Figure 4-9.

Figure 4-10.

Figure 4-11.
Figure 4-12.

Figure 5-1.
Figure 5-2.

Figure 5-3.

Figure 5-4.

Figure 5-5.

Figure 5-6.

Figure 5-7.

Figure 5-8.

Figure 5-9.

January 2010

Comparison of in-vehicle (solid line) and outside-the-vehicle (dotted line) results for (left)
driving with windows closed and air conditioner in recirculating air mode, and (right) driving
with windows closed and air conditioner in fresh air mode.

3-89

Plot of fractional sensitivities of selected variables versus time of exposure.

44

Simulated COHb formation for two 5-day workweeks.

4.6

Overall structure of the Bruce and Bruce (2008, 193977) multicompartment model of
storage and transport of CO.

47

Predicted COHb levels in healthy commuters exposed to various CO concentrations over a
60-min commute twice a day.

4-10

Predicted COHb levels due to various endogenous CO production rates.

4-11

Diagrammatic presentation of CO uptake and elimination pathways and CO body stores.

O,Hb dissociation curve of normal human blood, of blood containing 50% COHb, and of
blood with only 50% Hb because of anemia.

4-12

4-15

Changes in blood COHb after exposure to CO for a few minutes (A) or several hours (B),
representing the biphasic nature of CO elimination.

4-18

Predicted maternal and fetal COHb during periodic exposure to CO (50 ppm for 16 h
followed by 0 ppm for 8 h).

4-21

Representative estimates of endogenous CO production rates resulting from various
conditions and diseases.

4-23

Representative COHb saturation resulting from various diseases and conditions.

4-24

Representative exhaled CO concentrations (ppm) resulting from various conditions plotted
as fold increases over healthy human controls from each study.

4-25

Direct effects of CO.

5-12

Summary of effect estimates (95% confidence intervals) associated with hospital
admissions for various forms of CHD.

5-27

Summary of effect estimates (95% confidence intervals) associated with ED visits and
hospital admissions for stroke.

5-30

Summary of effect estimates (95% confidence intervals) associated with hospital
admissions for CHF.

5-32

Summary of effect estimates (95% confidence intervals) associated with hospital
admissions for CVD.

5-36

Effect estimates from studies of ED visits and hospital admissions for CVD outcomes other
than stroke from single pollutant (CO only: black circles) and particulate copollutant (CO +
PM,: red triangles; CO + PM;, or TSP: purple triangles) models.

5-38

Effect estimates from studies of ED visits and HAs for CVD outcomes other than stroke
from single pollutant (CO only: black circles) and gaseous copollutant models (CO + NO,,
SO, and O4= green, blue, and orange triangles, respectively).

5-39

Regression of the percent change in time to ST endpoint between the pre- and
postexposure exercise tests ([postexposure—pre-exposure]/pre-exposure) and the
measured blood COHb levels at the end of exercise for the 63 subjects combined.

5-42

Summary of effect estimates (95% confidence intervals) for PTB associated with maternal
exposure to ambient CO.

5-52

Xiv



Figure 5-10.

Figure 5-11.

Figure 5-12.

Figure 5-13.

Figure 5-14.

Figure 5-15.

Figure 5-16.

Figure 5-17.

Figure 5-18.

Figure 5-19.
Figure A-1.

Figure A-2.

Figure A-3.

Figure A-4,

Figure A-5.
Figure A-6.

Figure A-7.

Figure A-8.

Figure A-9.

Figure A-10.

Figure A-11.

Figure A-12.

January 2010

Summary of change in birth weight (95% confidence intervals) associated with maternal
exposure to ambient CO.

5-57

Summary of effect estimates (95% confidence intervals) for LBW associated with maternal
exposure to ambient CO.

5-57

Summary of effect estimates (95% confidence intervals) for SGA associated with maternal
exposure to ambient CO.

5-58

Estimated effect (95% confidence intervals) on pulmonary function due to a 10th to 90th
percentile increment change in pollutant concentration in single-pollutant models.

5-84

Summary of associations for short-term exposure to CO and asthma symptoms, respiratory
symptoms and medication use in asthmatic individuals.

5-87

Summary of associations for short-term exposure to CO and respiratory hospital
admissions.

5-93

Summary of associations for short-term exposure to CO and respiratory ED visits.

5-95

Posterior means and 95% posterior intervals of national average estimates for CO effects
on total (nonaccidental) mortality at lags 0, 1, and 2 within sets of the 90 U.S. cities with
available pollutant data.

5-103

Summary of percent increase in total (nonaccidental) mortality for short-term exposure to
CO from multicity studies.

5-106

Summary of mortality risk estimates for long-term exposure to CO.

5-113

CO emissions density map and distribution for the state of Alaska and for Yukon-Koyukuk
County in Alaska.

A-1

CO emissions density map and distribution for the state of Utah and for selected counties in
Utah.

A-2

CO emissions density map and distribution for the state of Massachusetts and for selected
counties in Massachusetts.

A-3

CO emissions density map and distribution for the state of Georgia and for selected
counties in Georgia (Figure 1 of 2).

A4

CO emissions distribution for selected counties in Georgia (Figure 2 of 2).

A-5

CO emissions density map and distribution for the state of California and for selected
counties in California.

A-6

CO emissions density map and distribution for the state of Alabama and for Jefferson
County in Alabama.

A-7

Map of CO monitor locations with respect to population density in the Anchorage CBSA,
total population.

A-20

Map of CO monitor locations with respect to population density in the Anchorage CBSA,
ages 65 yr and older.

A-20

Map of CO monitor locations with respect to population density in the Atlanta CSA, total
population.

A-21

Map of CO monitor locations with respect to population density in the Atlanta CSA, ages 65
yr and older.

A-21

Map of CO monitor locations with respect to population density in the Boston CSA, total
population.

A-22

W



Figure A-13.

Figure A-14.

Figure A-15.

Figure A-16.

Figure A-17.

Figure A-18.

Figure A-19.

Figure A-20.

Figure A-21.

Figure A-22.

Figure A-23.

Figure A-24.

Figure A-25.

Figure A-26.
Figure A-27.

Figure A-28.
Figure A-29.
Figure A-30.
Figure A-31.
Figure A-32.
Figure A-33.
Figure A-34.
Figure A-35.

Figure A-36.
Figure A-37.
Figure A-38.

January 2010

Map of CO monitor locations with respect to population density in the Boston CSA, ages 65
yr and older.

Map of CO monitor locations with respect to population density in the Houston CSA, total
population.

Map of CO monitor locations with respect to population density in the Houston CSA, ages
65 yr and older.

Map of CO monitor locations with respect to population density in the New York City CSA,
total population.

Map of CO monitor locations with respect to population density in the New York City CSA,
ages 65 yr and older.

Map of CO monitor locations with respect to population density in the Phoenix CSA, total
population.

Map of CO monitor locations with respect to population density in the Phoenix CSA, ages
65 yr and older.

Map of CO monitor locations with respect to population density in the Pittsburgh CSA, total
population.

Map of CO monitor locations with respect to population density in the Pittsburgh CSA, ages
65 yr and older.

Map of CO monitor locations with respect to population density in the Seattle CSA, total
population.

Map of CO monitor locations with respect to population density in the Seattle CSA, ages 65
yr and older.

Map of CO monitor locations with respect to population density in the St. Louis CSA, total
population.

Map of CO monitor locations with respect to population density in the St. Louis CSA, ages
65 yr and older.

Map of CO monitor locations with AQS Site IDs for Anchorage, AK.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Anchorage,
AK. Note: 1 = winter, 2 = spring, 3 = summer, and 4 = fall on the x-axis.

Map of CO monitor locations with AQS Site IDs for Atlanta, GA.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Atlanta, GA.

Map of CO monitor locations with AQS Site IDs for Boston, MA.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Boston, MA.

Map of CO monitor locations with AQS Site IDs for Houston, TX.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Houston, TX.
Map of CO monitor locations with AQS Site IDs for New York City, NY.

Box plots illustrating the seasonal distribution of hourly CO concentrations in New York
City, NY.

Map of CO monitor locations with AQS Site IDs for Phoenix, AZ.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Phoenix, AZ.
Map of CO monitor locations with AQS Site IDs for Pittsburgh, PA.

Xvi

A-22

A-23

A-23

A-24

A-24

A-25

A-25

A-26

A-26

A-27

A-27

A-28

A-28
A-29

A-31
A-32
A-34
A-35
A-37
A-38
A-40
A-41

A-43
A-44
A-46
A-4T



Figure A-39.

Figure A-40.
Figure A-41.
Figure A-42.
Figure A-43.
Figure A-44.

Figure A-45.

Figure A-46.

Figure A-47.

Figure A-48.

Figure A-49.

January 2010

Box plots illustrating the seasonal distribution of hourly CO concentrations in Pittsburgh,
PA.

Map of CO monitor locations with AQS Site IDs for Seattle, WA.

Box plots illustrating the seasonal distribution of hourly CO concentrations in Seattle, WA.
Map of CO monitor locations with AQS Site IDs for St. Louis, MO.

Box plots illustrating the seasonal distribution of hourly CO concentrations in St. Louis, MO.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO, (2)
NO,, (3) Os, (4) PMy, and (5) PM, 5 concentrations for Anchorage, AK.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO,, (2)
NO,, (3) 05, (4) PMy, and (5) PM, s concentrations for Atlanta, GA.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO,, (2)
NO,, (3) 05, (4) PMy, and (5) PM, s concentrations for Boston, MA.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO,, (2)
NO,, (3) Os, (4) PMy, and (5) PM, s concentrations for New York City, NY.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO,, (2)
NO,, (3) Os, (4) PMy, and (5) PM, 5 concentrations for Phoenix, AZ.

Seasonal plots of correlations between hourly CO concentration with hourly (1) SO,, (2)
NO,, (3) Os, (4) PMy, and (5) PM, s concentrations for Seattle, WA.

XVii

A-49
A-50
A-51
A-52
A-54

A-62

A-63

A-64

A-65

A-66

A-67



CO Project Team

Executive Direction

Dr. John Vandenberg (Director)—National Center for Environmental Assessment-RTP Division,
Office of Research and Development, U.S. Environmental Protection Agency, Research Triangle
Park, NC

Ms. Debra Walsh (Deputy Director)—National Center for Environmental Assessment-RTP Division,
Office of Research and Development, U.S. Environmental Protection Agency, Research Triangle
Park, NC

Dr. Mary Ross (Branch Chief)—National Center for Environmental Assessment, Office of Research
and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Scientific Staff

Dr. Thomas Long (CO Team Leader)—National Center for Environmental Assessment, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Jeffrey Arnold—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Christal Bowman—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Barbara Buckley—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Allen Davis—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Steven J. Dutton—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Craig Hansen—Oak Ridge Institute for Science and Education, Postdoctoral Research Fellow to
National Center for Environmental Assessment, Office of Research and Development,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Erin Hines—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Douglas Johns—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Thomas Luben—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Elizabeth Oesterling Owens—National Center for Environmental Assessment, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

January 2010 xviii



Dr. Joseph Pinto—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Jennifer Richmond-Bryant—National Center for Environmental Assessment, Office of Research
and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Jason Sacks—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Technical Support Staff

Ms. Laeda Baston—Senior Environmental Employment Program, National Center for
Environmental Assessment, Office of Research and Development, U.S. Environmental Protection
Agency, Research Triangle Park, NC

Ms. Ellen Lorang—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Ms. Deborah Wales—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Ms. Barbara Wright—Senior Environmental Employment Program, National Center for

Environmental Assessment, Office of Research and Development, U.S. Environmental Protection
Agency, Research Triangle Park, NC

January 2010 XiX



Authors, Contributors, and Reviewers

Authors

Dr. Thomas Long (CO Team Leader)—National Center for Environmental Assessment, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Jeffrey Arnold—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Christal Bowman—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Barbara Buckley—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Allen Davis—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Steven J. Dutton—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Craig Hansen— Oak Ridge Institute for Science and Education, Postdoctoral Research Fellow to
National Center for Environmental Assessment, Office of Research and Development,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Erin Hines—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Douglas Johns—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Thomas Luben—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Elizabeth Oesterling Owens— National Center for Environmental Assessment, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Joseph Pinto— National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Jennifer Richmond-Bryant—National Center for Environmental Assessment, Office of Research
and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Mary Ross—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Mor. Jason Sacks—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Matthew Campen—Lovelace Respiratory Research Institute, Albuquerque, NM

January 2010 XX



Dr. Kazuhiko Ito—Department of Environmental Medicine, New York University School of
Medicine, Tuxedo, NY

Dr. Jennifer Peel—Department of Environmental and Radiological Health Sciences, Colorado State
University, Fort Collins, CO

Contributors
Dr. Richard Baldauf—National Risk Management Research Laboratory, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Vernon Benignus—National Health and Environmental Effects Research Laboratory, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Antonio Fernandez—Office of Transportation and Air Quality, Office of Air and Radiation,
U.S. Environmental Protection Agency, Ann Arbor, MI

Mr. Lance McCluney—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Kris Novak—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Adam Reff—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Ms. Kathryn Sargeant—Office of Transportation and Air Quality, Office of Air and Radiation,
U.S. Environmental Protection Agency, Ann Arbor, MI

Mr. Mark Schmidt—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Joseph H. Somers—Oftice of Transportation and Air Quality, Office of Air and Radiation,
U.S. Environmental Protection Agency, Ann Arbor, MI

Ms. Rhonda Thompson—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Reviewers

Dr. Richard Baldauf—National Risk Management Research Laboratory, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Vernon Benignus—National Health and Environmental Effects Research Laboratory, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Souad Benromdhane—Office of Air Quality Planning and Standards, Office of Air and
Radiation, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Philip Bromberg—School of Medicine, University of North Carolina, Chapel Hill, NC

Dr. Matthew Campen—Lovelace Respiratory Research Institute, Albuquerque, NM

January 2010 XXi



Dr. Daniel Costa—National Program Director for Air, U.S. Environmental Protection Agency,
Research Triangle Park, NC

Dr. Andrew Ghio—National Health and Environmental Effects Research Laboratory, Office of
Research and Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Kazuhiko Ito—Department of Environmental Medicine, New York University School of
Medicine, Tuxedo, NY

Dr. Petros Koutrakis—Harvard School of Public Health, Harvard University, Cambridge, MA

Mr. John Langstaff—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Barry Lefer—Department of Geosciences, University of Houston, Houston, TX

Dr. Karen Martin—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Dave McKee—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Ms. Connie Meacham—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Deirdre Murphy—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Ines Pagan—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Jennifer Parker—National Center for Health Statistics, Centers for Disease Control, Atlanta, GA

Dr. Jennifer Peel—Department of Environmental and Radiological Health Sciences, Colorado State
University, Fort Collins, CO

Dr. Pradeep Rajan—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Harvey Richmond—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Joseph H. Somers—Office of Transportation and Air Quality, Office of Air and Radiation,
U.S. Environmental Protection Agency, Ann Arbor, MI

Dr. John Vandenberg—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. Alan Vette—National Exposure Research Laboratory, Office of Research and Development,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Dr. William Vizuete—Department of Environmental Sciences and Engineering, University of North
Carolina, Chapel Hill, NC

Ms. Debra Walsh—National Center for Environmental Assessment, Office of Research and
Development, U.S. Environmental Protection Agency, Research Triangle Park, NC

January 2010 XXii



Dr. Lin Weaver—Department of Internal Medicine, LDS Hospital, Salt Lake City, UT

Dr. Lewis Weinstock—Office of Air Quality Planning and Standards, Office of Air and Radiation,
U.S. Environmental Protection Agency, Research Triangle Park, NC

Mr. Ron Williams—National Exposure Research Laboratory, Office of Research and Development,
U.S. Environmental Protection Agency, Research Triangle Park, NC

January 2010 XXiii



Clean Air Scientific Advisory Committee
CO NAAQS Review Panel

Chair of the Environmental Protection Agency’s Clean Air Scientific Advisory Committee

Dr. Jonathan M. Samet*, Department of Preventive Medicine at the Keck School of Medicine, and
Director of the Institute for Global Health at the University of Southern California, Los Angeles, CA

Chair of the Carbon Monoxide Review Panel

Dr. Joseph Brain*, Department of Environmental Health, Harvard School of Public Health, Harvard
University, Boston, MA

Members

Dr. Paul Blanc, Department of Occupational Medicine, University of California-San Francisco, San
Francisco, CA

Dr. Thomas Dahms, Department of Anesthesiology Research and Critical Care, St. Louis University
School of Medicine, St. Louis, MO

Dr. Russell R. Dickerson, Department of Meteorology, University of Maryland, College Park, MD

Dr. Laurence Fechter, Research Service, Department of Veterans Affairs, Loma Linda VA Medical
Center, Loma Linda, CA

Dr. H. Christopher Frey*, College of Engineering, Department of Civil, Construction, and
Environmental Engineering, North Carolina State University, Raleigh, NC

Dr. Milan Hazucha, Department of Medicine, Center for Environmental Medicine, Asthma and Lung
Biology, University of North Carolina, Chapel Hill, NC

Dr. Joel Kaufman, Department of Environmental & Occupational Health Sciences, University of
Washington, Seattle, WA

Dr. Michael T. Kleinman, Department of Community & Environmental Medicine, University of
California-Irvine, Irvine, CA

Dr. Francine Laden, Department of Environmental Health, Harvard School of Public Health,
Harvard University, Boston, MA

Dr. Arthur Penn, Department of Comparative Biomedical Sciences, Louisiana State University
School of Veterinary Medicine, Baton Rouge, LA

Dr. Beate Ritz, School of Public Health, Epidemiology, University of California at Los Angeles, Los
Angeles, CA

Dr. Paul Roberts, Sonoma Technology, Inc., Petaluma, CA

January 2010 XXiv



Dr. Armistead (Ted) Russell*, Department of Civil and Environmental Engineering, Georgia Institute
of Technology, Atlanta, GA

Dr. Anne Sweeney, Department of Epidemiology & Biostatistics, School of Rural Public Health,
Texas A&M Health Science Center, College Station, TX

Dr. Stephen R. Thom, Institute for Environmental Medicine, University of Pennsylvania,
Philadelphia, PA

* Members of the statutory Clean Air Scientific Advisory Committee (CASAC) appointed by the
EPA Administrator

Science Advisory Board Staff

Ms. Kyndall Barry, Designated Federal Officer, 1200 Pennsylvania Avenue, N.W., Washington, DC,
20460, Phone: 202-343-9868, Fax: 202-233-0643, Email:barry.kyndall@epa.gov

Physical/Courier/FedEx Address:
Ms. Kyndall Barry, U.S. EPA Science Advisory Board Staff Office, Mail Code 1400F, Ariel Rios
Building, Room 3610A, 1025 F Street, N.W., Washington, DC 20004

January 2010 XXV



Acronyms and Abbreviations

a alpha, ambient exposure factor

a air exchange rate of the microenvironment
AA abdominal aorta(s)

AADT annual average daily traffic

ABR auditory brainstem response

ACS American Cancer Society

ACS-CPS-1I ACS Cancer Prevention Study I1

ADP adenosine diphosphate

AEFV area under the expiratory flow-volume curve
AGL above ground level

Akt Akt cell signaling pathway

AMI acute myocardial infarction

AMP adenosine monophosphate

ANOVA analysis of variance

APOE apolipoprotein E

ARI acute respiratory infection

AP action potential

APD action potential duration

APEX Air Pollution Exposure

APHEA Air Pollution and Health: A European Approach
APTT activated partial thromboplastin time

AQ air quality

AQCD Air Quality Criteria Document

AQS Air Quality System

AR gastronomy reared

ARCO gastronomy reared + CO exposure

ARIC Atherosclerosis Risk in Communities
ARID gastronomy reared with iron deficient diet
ARIDCO gastronomy reared with iron deficient diet + CO exposure
ATP adenosine triphosphate

ATS American Thoracic Society

AVP aortic valve prosthesis

January 2010 XXVi



B beta, beta coefficient, slope

B lymphocytes bursa-dependent lymphocytes

BALF bronchoalveolar lavage fluid

BC black carbon

BEAS-2B human bronchial epithelial cell line

BEIS Biogenic Emissions Inventory System
BELD Biogenic Emissions Landcover Database
BHR bronchial hyper-responsiveness

BKc, voltage and Ca®"-activated K* channel(s)
BP blood pressure

BQ-123 endothelin A (ET,) receptor antagonist
BS black smoke

BSP black smoke particles

C, ambient concentration

CA cardiac arrhythmia

Ca* calcium ion

CAA Clean Air Act

CAD coronary artery disease

CALINE California Line Source Dispersion Model
CAMP Childhood Asthma Management Program
cAMP cyclic AMP

CAP(s) concentrated ambient particles, compound action potential(s)
CASAC Clean Air Scientific Advisory Committee
CASN Cooperative Air Sampling Network
CAth cardiac atherosclerosis

CBSA Core-Based Statistical Area

CCGG Carbon Cycle Greenhouse Gases Group
CD cardiac dysrhthmias

CD-1 mouse strain

CDC Centers for Disease Control and Prevention
CdcCl, cadmium chloride

CFK Coburn-Forster-Kane

CFR Code of Federal Regulations

cGMP cyclic GMP

CH,0O formaldehyde
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Coordinating Research Council
collapsin response mediator protein
C-reactive protein

Combined Statistical Area
cardiovascular disease

straight-line distance between monitor pairs
degrees of freedom

lung diffusing capacity

lung diffusing capacity of CO
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D.CO capacity for diffusion of CO into the muscle

DMT-1 divalent metal transporter-1

DMV dorsal motor nucleus of the vagus nerve

DNA deoxyribonucleic acid

DOCA Deoxycorticosterone acetate

dP/dty left ventricular maximal and minimal first derived pressure (+dP/dt;y,
-dP/dty)

dP/dtgy right ventricular maximal and minimal first derived pressure

(+dP/dtgy, -dP/dtgy)

DSA deletion/substitution/addition

E exposure over some duration

E. exposure to pollutant of ambient origin

EC elemental carbon

ED emergency department

EKG, ECG electrocardiogram

Ena exposure to pollutant of non-ambient origin

eNOS endothelial nitric oxide synthase

EPA U.S. Environmental Protection Agency

EPO erythropoietin

EPR Electron Paramagnetic Resonance

EPRI Electric Power Research Institute

ESRL Earth System Research Laboratory

ET-1 endothelin-1

ETa endothelin A (ET,) receptor

ETS environmental tobacco smoke

EXPOLIS six-city European air pollution study

FAS apoptosis stimulating fragment

FC interference filter

FEF forced expiratory flow (L/s)

FEF,s5.75 forced expiratory flow between the times at which 25% and 75% of
the vital capacity is reached

FEM Federal equivalent method

FEV, forced expiratory volume in 1 second

f; fraction of time spent indoors

F,CO fractional concentration of CO in ambient air

Fine infiltration factor
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fo fraction of time spent outdoors

FR Federal Register

FGR fetal growth restriction(s)

FRM Federal reference method

FSH follicle stimulating hormone

FvC forced vital capacity

Fvll Factor VII

FwW fresh weight

GAM generalized additive model(s)

GD gestational day

GEE generalized estimating equations

GEM gas extraction monitor

GFAP glial fibrillary acidic protein

GFC gas filter correlation

GLM generalized linear models

GLMM generalized linear mixed models

GMD Global Monitoring Division

GMP guanosine monophosphate

GSH glutathione

GSSG oxidized glutathione

GTP guanosine triphosphate

GWP(s) global warming potential(s)

H atomic hydrogen, hydrogen radical, height

h hour

H,0, hydrogen peroxide

HOc2 rat embryonic cardiomyocytes

Hb hemoglobin

HC(s) hydrocarbon(s)

HCFC(s) hydrochlorofluorocarbon(s)

HCO formyl radical

HEAPSS Health Effects of Air Pollution among Susceptible Subpopulations
HEK293 human embryonic kidney cells (experimentally transformed cell line)
Hep3B Human hepatocarcinoma cell line

HF heart failure, high frequency (HRV parameter)
HFLFR high frequency to low frequency ratio (HRV parameter)

January 2010 XXX



HH hypobaric hypoxia

HIF-1a hypoxia-inducible factor

HO heme oxygenase

HO, hydroperoxy radical

HO-1 inducible isoform of heme oxygenase

HO-2 constitutively expressed isoform of heme-oxygenase
HO/CO heme oxygenase/carbon monoxide system
HR heart rate, hazard ratio

H/R hypoxia followed by reoxygenation

HRV heart rate variability

HS hemorrhagic stroke

HUVEC(s) human umbilical vein endothelial cell(s)

hv photon

IARC International Agency for Research on Cancer
1C inferior colliculus

ICAM-1 intercellular adhesion molecule

ICD implantable cardioverter defibrillator(s)

ICR Institute for Cancer Research

IDW inverse-distance-weighted

IHD ischemic heart disease

IL-x interleukin-6, 8, etc.

INDAIR Indoor Air Model

oM Institute of Medicine

IQR interquartile range

IR immunoreactivity

IS ischemic stroke

ISA Integrated Science Assessment

ITA internal thoracic artery of the heart

I transient outward current

IUGR intrauterine growth restriction

K" potassium ion

k dissociation rate

kco dissociation rate of carbon monoxide from hemoglobin
Kn Michaelis Constant; Michaelis-Menten equation of enzyme kinetics
ko2 Dissociation rate of oxygen from hemoglobin
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LBW
LCA+
LD
LDH
LDL
LF

LH
LOAEL
LOD
LOESS
LPS
LTP
LUR
LV
LV+S
LVDP
LVESP
LVSF
LVW

MAPK
MAO-A
Mb

MC

METs
MHC

MI

min
MIP-2
mitral E to A ratio
MMEF
MMP
MOAC(s)
MOBILE6

MODIS

low birth weight (<2,500 grams, (=5lbs, 8 0z))
leucocyte common antigen cells
lactational day

lactate dehydrogenase

low-density lipoprotein

low frequency (HRV parameter)
luetenizing hormone

lowest observed adverse effect level
limit of detection

locally weighted scatterplot smoothing
lipopolysaccharide

long-term potentiation

land use regression

left ventricle

left ventricular plus septum

left ventricular developed pressure

left ventricular end diastolic pressure
left ventricular shortening fraction

left ventricular work

Haldane coefficient representing the CO chemical affinity for Hb [or
Mb]), Reaction mediator.

mitogen-activated protein kinase
monoamine oxidase A

myoglobin

ultrafine particle mass concentration
metabolic equivalent unit(s)

major histocompatibility complex
myocardial infarction, “heart attack”
minute(s)

macrophage inflammatory protein-2
mitral ratio of peak early to late diastolic filling velocity
maximal midexpiratory flow

matrix metalloproteinase

mode(s) of Action

Mobile source emission factor model

Moderate Resolution Imaging Spectroradiometer
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MONICA Monitoring of Trends and Determinants in Cardiovascular Disease

MOPITT Measurement of Pollution in the Troposphere

MPO myeloperoxidase

MPT mitochondrial permeability transition

MR maternally reared

mRNA messenger RNA

MSA Metropolitan Statistical Area

MSNA muscle sympathetic nerve activity

MT million tons

MVO, myocardial oxygen consumption

NAAQS National Ambient Air Quality Standards

NADPH nicotinamide adenine dinucleotide phosphate

NADH-TR nicotinamide adenine dinucleotide - tetrazolium reductase

NAPAP National Acid Precipitation Assessment Program

NARSTO North American Research Strategy for Tropospheric Ozone

NAS National Academy of Sciences

NASA National Aeronautics and Space Administration

Nb neuroglobin

NC ultrafine particle number concentration

NDIR nondispersive infrared

NE norepinephrine

NEI National Emissions Inventory

NF-xB nuclear factor kappa B

NIHL noise-induced hearing loss

NMDA N-methyl-D-aspartate

NMHC(s) nonmethane hydrocarbon(s)

NMMAPS National Morbidity, Mortality, and Air Pollution Study

NN normal-to-normal (NN or RR) time interval between each QRS
complex in the EKG

nNOS neuronal nitric oxide synthase (NOS)

NO nitric oxide

NO’ nitric oxide free radical

NO, nitrogen dioxide

NOAA National Oceanic and Atmospheric Administration

NOAEL no observed adverse effect level

NO’-Hb nitrosyl bound Hb
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NO’-Mb
NOx
NRC
NTS

O3
O,Hb
O,Mb
OAE
OAQPS
OoC

OH, OH"
OR

OS
OSPM

Pp
P90
Pa
PA
PACF
PACO
PAF
PAH
PAHT
PAN
PO,
P,O,
PARP
Py
PBN
Pc
pCO
PcO,
PDGF
PEE

nitrosyl bound Mb

nitrogen oxides, oxides of nitrogen

National Research Council

nucleus of the solitary tract (in brainstem)
ozone

oxyhemoglobin (% concentration in mL O, / mL blood)
oxymyoglobin

otoacoustic emissions

Office of Air Quality Planning and Standards
organic carbon

hydroxyl group, hydroxyl radical

odds ratio

occlusive stroke

Operational Street Pollution Model
penetration factor

probability

90th percentile of the absolute difference in concentrations
alveolar pressure

pulmonary artery (myocytes)

partial auto-correlation functions

alveolar pressure for carbon monoxide
platelet activating factor

polycyclic aromatic hydrocarbon

pulmonary artery hypertension

peroxyacetyl nitrate (CH3CO;NO,)

alveolar pressure for oxygen

arterial oxygen pressure

poly(ADP-ribose) polymerase

barometric pressure (in mmHg)
N-tert-butyl-alpha-phenylnitrone

average partial pressure in lung capillaries
partial pressure of CO

average partial pressure of O, in lung capillaries
platelet derived growth factor

prediction equation estimates
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PEF peak expiratory flow

PEFD(s) Personal Exposures Frequency Distributions
PEM(s) personal exposure monitor(s)

Pu2o saturation pressure of water vapor

PHD pulmonary heart disease

P; partial pressure of inhaled air

Pi inorganic phosphate

PI3K phosphoinositide 3-kinase

P,CO CO partial pressure in inhaled air

PIH primary intracerebral hemorrhage

PKB protein kinases B

PM particulate matter

PM, ;5 particulate matter with a nominal mean aerodynamic diameter less

than or equal to 2.5 um (referred to as fine PM)

PMo particulate matter with a nominal mean aerodynamic diameter less
than or equal to 10 pm

PMiozs particulate matter with a nominal mean aerodynamic diameter greater
than 2.5 pm and less than or equal to 10 um (referred to as thoracic
coarse particulate matter or the course fraction of PMy).
Concentration may be measured or calculated as the difference
between measured PM, and measured PM, s concentrations.

PMN polymorphonuclear leukocytes

PNC particle number concentration / count

PND post natal day

pNEM/CO probabilistic NAAQS Exposure Model for CO

PNN proportion of interval differences of successive normal-beat intervals
in EKG

PNN5, proportion of interval differences of successive normal-beat intervals

greater than 50 ms in EKG

PNS peripheral nervous system

pO; partial pressure of oxygen in lung capillaries
pPRB policy-relevant background

PT prothrombin time

PTB preterm birth

PVCD peripheral vascular and cerebrovascular disease
PvO, venous oxygen tension

PVO, peak oxygen consumption

Q cardiac output

QCP Quantitative Circulatory Physiology
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Oor blood flow to other tissues

RA radial artery of the heart

RAW 264.7 mouse macrophage cell line

RBC red blood cell

RF radiative forcing

rho(0) rho(0) cells (cells lacking mitochondrial DNA)

Ri Richardson number

rMSSD mean squared differences of successive difference normal-beat to
normal-beat (NN or RR) time intervals between each QRS complex in
the EKG

RNA ribonucleic acid

ROE Report on the Environment

ROFA residual oil fly ash (particles)

ROS reactive oxygen species

RR normal-to-normal (NN or RR) time interval between each QRS
complex in the EKG

RR risk ratio(s)

RUPERT Reducing Urban Pollution Exposure from Road Transport

RV right ventricle (of heart)

RVEDP right ventricular end diastolic pressure

RVESP right ventricular end-systolic pressure

RVSF right ventricular shortening fraction

RVW right ventricular work

SA sphinganine

SAA serum amyloid A

SAB Science Advisory Board

SBP systolic blood pressure, spontaneous bacterial peritonitis

SDNN standard deviation normal-to-normal (NN or RR) time interval

between each QRS complex in the EKG

sEng soluble endoglin

SES socioeconomic status

SFg sulfur hexafluoride (tracer gas)

sFlt soluble Fms-like tyrosine kinase-1

SGA small for gestational age

sGC soluble guanylate cyclase

SHEDS Stochastic Human Exposure and Dose Simulation
SHR Spontaneously hypertensive rat strain
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SIDS
SIPs
siRNA
SLAMS
SMC
SnMP
SNP
SnPP-IX
SO

SO,
S0~
SOD
SOPHIA
STEMS
STN
STPD
SV
SVEB

T

T lymphocytes
TBARS
TC
TFAM
Tg

TH
THP-1

TIA
TNF-a
TPM
TSP
UFP
ULTRA

URI

URTI

sudden infant death syndrome

State Implementation Plan(s)

small inhibitory RNA

State and Local Air Monitoring Stations
smooth muscle cell(s)
tin-(IV)-mesoporphyrin
single-nucleotide polymorphism

tin protoporphyrin IX

sphingosine

sulfur dioxide

sulfate

superoxide dismutase

Study of Particles and Health in Atlanta
Space-Time Exposure Modeling System
Speciation Trends Network

standard temperature and pressure, dry
stroke volume

supraventricular (atrium or atrioventricular node) ectopic beats
tau, photochemical lifetime
thymus-dependent lymphocytes
thiobarbituric acid reactive substances
total carbon

mitochondrial transcription factor A
teragram(s)

tyrosine hydroxylase

human monocyte-derived cell line, (can differentiate into
macrophages)

transient ischemic attack
tissue necrosis factor alpha
total particulate matter
total suspended particles
ultrafine particle(s)

Exposure and Risk Assessment for Fine and Ultrafine Particles in
Ambient Air (Study)

upper respiratory infection

upper respiratory tract infection
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UuscC
Va
Vb
Veo
VD

Ve
VEGF
VLF
Vinax

VO, max

VOC(s)
VPB
vWF

W
WBC
WHI
WKY

ZnPP IX

U.S. Code

alveolar ventilation

blood volume

endogenous CO production rate

Dead space volume

ventilation rate

vascular endothelial growth factor

very low energy frequency (HRV parameter)
maximum velocity

maximum volume per time, of oxygen (maximal oxygen
consumption, maximal oxygen uptake or aerobic capacity)

volatile organic compound(s)
ventricular premature beat
von Willebrand factor

width

white blood cell

Women’s Health Initiative
Wistar-Kyoto rat strain

Zn protoporphyrin IX
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Chapter 1. Introduction

The Integrated Science Assessment (ISA) is a concise evaluation and synthesis of the most
policy-relevant science for reviewing the national ambient air quality standards (NAAQS). Because
the ISA communicates critical science judgments relevant to the NAAQS review, it forms the
scientific foundation for the review of the NAAQS for carbon monoxide (CO). The existing primary
CO standards include a 1-hour (h) average (avg) standard set at 35 parts per million (ppm), and an
8-h avg standard set at 9 ppm, neither to be exceeded more than once per year. There is currently no
secondary standard for CO.

The ISA accurately reflects “the latest scientific knowledge useful in indicating the kind and
extent of identifiable effects on public health which may be expected from the presence of [a]
pollutant in ambient air” (42 U.S.C. 7408). Key information and judgments formerly contained in
the Air Quality Criteria Document (AQCD) for CO are incorporated in this assessment. Additional
details of the pertinent scientific literature published since the last review, as well as selected older
studies of particular interest, are included in a series of annexes. This ISA thus serves to update and
revise the evaluation of the scientific evidence available at the time of the previous review of the
NAAQS for CO that was completed in 2000.

The integrated Plan for Review of the National Ambient Air Quality Standards for Carbon
Monoxide (U.S. EPA, 2008, 193995) identifies key policy-relevant questions that provide a
framework for this assessment of the scientific evidence. These questions frame the entire review of
the NAAQS for CO and thus are informed by both science and policy considerations. The ISA
organizes, presents, and integrates the scientific evidence which is considered along with findings
from risk analyses and policy considerations to help the U.S. Environmental Protection Agency
(EPA) address these questions during the NAAQS review. In evaluating the health evidence, the
focus of this assessment is on scientific evidence that is most relevant to the following questions
taken directly from the Integrated Review Plan:

= Has new information altered the scientific support for the occurrence of health effects
following short- and/or long-term exposure to levels of CO found in the ambient air?

= To what extent is key evidence becoming available that could inform our understanding
of human subpopulations that are particularly sensitive to CO exposures? Is there new or
emerging evidence on health effects beyond cardiovascular and respiratory endpoints
(e.g., systemic effects, developmental effects, birth outcomes) that suggest additional
sensitive subpopulations should be given increased focus in this review (e.g., neonates)?

= What do recent studies focused on the near-roadway environment, including bus stops
and intersections, tell us about high-exposure human subpopulations and the health
effects of CO? What information is available on elevated exposures due to other
transportation sources, such as shipping, port operations, and recreational vehicles? What
is the effect of altitude on CO sources and health effects?

= At what levels of CO exposure do health effects of concern occur?

= To what extent is key scientific evidence becoming available to improve our
understanding of the health effects associated with various time periods of CO exposures,
including not only daily but also chronic (months to years) exposures? To what extent is
critical research becoming available that could improve our understanding of the
relationship between various health endpoints and different lag periods (e.g., single-day,
multiday distributed lags)?

Note: Hyperlinks to the reference citations throughout this document will take you to the NCEA HERO database (Health and
Environmental Research Online) at http://epa.gov/hero. HERO is a database of scientific literature used by U.S. EPA in the process of
developing science assessments such as the Integrated Science Assessments (ISAs) and the Integrated Risk Information System (IRIS).
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= To what extent does the evidence suggest that alternate dose indicators other than
carboxyhemoglobin (COHb) levels (e.g., tissue oxygenation) should be evaluated to
characterize the biological effect?

= Has new information altered conclusions from previous reviews regarding the
plausibility of adverse health effects caused by CO exposure?

= To what extent have important uncertainties identified in the last review been reduced
and/or have new uncertainties emerged?

= Have new information or scientific insights altered the scientific conclusions regarding
the occurrence of direct (or indirect) welfare effects associated with levels of CO found
in the ambient air?

1.1. Legislative Requirements

Two sections of the Clean Air Act (CAA, the Act) govern the establishment and revision of the
NAAQS. Section 108 of the Act (42 U.S.C. 7408) directs the Administrator to identify and list “air
pollutants” that “in [her] judgment, may reasonably be anticipated to endanger public health and
welfare” and whose “presence ... in the ambient air results from numerous or diverse mobile or
stationary sources” and to issue air quality criteria for those that are listed (42 U.S.C. 7408). Air
quality criteria are intended to “accurately reflect the latest scientific knowledge useful in indicating
the kind and extent of identifiable effects on public health or welfare which may be expected from
the presence of [a] pollutant in ambient air...” 42 U.S.C. 7408(b).

Section 109 of the Act (42 U.S.C. 7409) directs the EPA Administrator to propose and
promulgate “primary” and “secondary” National Ambient Air Quality Standards (NAAQS) for
pollutants listed under Section 108. Section 109(b)(1) defines a primary standard as one “the
attainment and maintenance of which in the judgment of the Administrator, based on such criteria
and allowing an adequate margin of safety, are requisite to protect the public health.”* A secondary
standard, as defined in Section 109(b)(2), must “specify a level of air quality the attainment and
maintenance of which, in the judgment of the U.S. EPA Administrator, based on such criteria, is
required to protect the public welfare from any known or anticipated adverse effects associated with
the presence of [the] pollutant in the ambient air.”? The requirement that primary standards include
an adequate margin of safety was intended to address uncertainties associated with inconclusive
scientific and technical information available at the time of standard setting. It was also intended to
provide a reasonable degree of protection against hazards that research has not yet identified. See
Lead Industries Association v. EPA, 647 F.2d 1130, 1154 (D.C. Cir 1980), cert. denied, 449 U.S.
1042 (1980); American Petroleum Institute v. Costle, 665 F.2d 1176, 1186 (D.C. Cir. 1981) cert.
denied, 455 U.S. 1034 (1982). The aforementioned uncertainties are components of the risk
associated with pollution at levels below those at which human health effects can be said to occur
with reasonable scientific certainty. Thus, in selecting primary standards that include an adequate
margin of safety, the Administrator is seeking not only to prevent pollution levels that have been
demonstrated to be harmful, but also to prevent lower pollutant levels that may pose an unacceptable
risk of harm, even if the risk is not precisely identified as to nature or degree.

In selecting a margin of safety, the EPA considers such factors as the nature and severity of the
health effects involved, the size of susceptible population(s), and the kind and degree of the
uncertainties that must be addressed. The selection of any particular approach to providing an

! The legislative history of section 109 of the Clean Air Act indicates that a primary standard is to be set at “the maximum permissible
ambient air level . . . which will protect the health of any [sensitive] group of the population,” and that for this purpose “reference should
be made to a representative sample of persons comprising the sensitive group rather than to a single person in such a group” [S. Rep. No.
91-1196, 91st Cong., 2d Sess. 10 (1970)].

2 \Welfare effects as defined in section 302(h) [42 U.S.C. 7602(h)] include, but are not limited to, “effects on soils, water, crops, vegetation,
man-made materials, animals, wildlife, weather, visibility and climate, damage to and deterioration of property, and hazards to
transportation, as well as effects on economic values and on personal comfort and well-being.”
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adequate margin of safety is a policy choice left specifically to the Administrator’s judgment. See
Lead Industries Association v. EPA, supra, 647 F.2d at 1161-62.

In setting standards that are “requisite” to protect public health and welfare, as provided in
Section 109(b), EPA’s task is to establish standards that are neither more nor less stringent than
necessary for these purposes. In so doing, EPA may not consider the costs of implementing the
standards. See Whitman v. American Trucking Associations, 531 U.S. 457, 465-472, 475-76 (D.C.
Cir. 2001).

Section 109(d)(1) requires that “not later than December 31, 1980, and at 5-year intervals
thereafter, the Administrator shall complete a thorough review of the criteria published under Section
108 and the national ambient air quality standards...and shall make such revisions in such criteria
and standards and promulgate such new standards as may be appropriate...” Section 109(d)(2)
requires that an independent scientific review committee “shall complete a review of the
criteria...and the national primary and secondary ambient air quality standards...and shall
recommend to the Administrator any new...standards and revisions of existing criteria and standards
as may be appropriate...” Since the early 1980s, this independent review function has been
performed by the Clean Air Scientific Advisory Committee (CASAC) of EPA’s Science Advisory
Board (SAB).

1.2. History of the NAAQS for CO

On April 30, 1971, EPA promulgated identical primary and secondary NAAQS for CO, under
Section 109 of the Clean Air Act, set at 9 ppm, 8-h avg and 35 ppm, 1-h avg, neither to be exceeded
more than once per year (36 FR 8186). In 1979, EPA published the Air Quality Criteria Document
for Carbon Monoxide (1979, 017687), which updated the scientific criteria upon which the initial
CO standards were based. A Staff Paper (U.S. EPA, 1979, 194665) was prepared and, along with the
AQCD (1979, 017687), served as the basis for development of proposed rulemaking (45 FR 55066)
published on August 18, 1980. Delays due to uncertainties regarding the scientific basis for the final
decision resulted in EPA announcing a second public comment period (47 FR 26407). Following
substantial reexamination of the scientific data, EPA prepared an Addendum to the 1979 AQCD
(1984, 012690) and an updated Staff Paper (1984, 012691). Following review by CASAC, EPA
announced its final decision (50 FR 37484) not to revise the existing primary standard and to revoke
the secondary standard for CO on September 13, 1985, due to a lack of evidence of direct effects on
public welfare at ambient concentrations.

In 1987, EPA initiated action to revise the criteria for CO and subsequently released a revised
AQCD (U.S. EPA, 1991, 017643) for CASAC and public review. In a “closure letter” (McClellan,
1991, 194666) sent to the Administrator, the CASAC concluded that the AQCD (U.S. EPA, 1991,
017643) “. . . provides a scientifically balanced and defensible summary of current knowledge of the
effects of this pollutant and provides an adequate basis for the EPA to make a decision as to the
appropriate primary NAAQS for CO.” A revised Staff Paper subsequently was reviewed by CASAC
and the public, and in a “closure letter” (McClellan, 1992, 194667) sent to the Administrator,
CASAC stated “. . . that a standard of the present form and with a numerical value similar to that of
the present standard would be supported by the present scientific data on health effects of exposure
to carbon monoxide.” Based on the revised AQCD (U.S. EPA, 1991, 017643) and staff conclusions
and recommendations contained in the revised Staff Paper (U.S. EPA, 1992, 084191), the
Administrator announced the final decision (59 FR 38906) on August 1, 1994, that revision of the
primary NAAQS for CO was not appropriate at that time.

In 1997, revisions to the 1991 AQCD (U.S. EPA, 1991, 017643) were initiated. A workshop
was held in September 1998 to review and discuss material contained in the revised draft AQCD. On
June 9, 1999, CASAC held a public meeting to review the draft AQCD and a draft exposure analysis
methodology document. Comments from CASAC and the public were considered in a second draft
AQCD, which was reviewed at a CASAC meeting, held on November 18, 1999. After revision of the
second draft AQCD, the final AQCD (U.S. EPA, 2000, 000907) was released in August 2000. EPA
put the review on hold when Congress called on the National Research Council (NRC) to conduct a
review of the impact of meteorology and topography on ambient CO concentrations in high altitude
and extreme cold regions of the U.S. In response, the NRC convened the committee on Carbon
Monoxide Episodes in Meteorological and Topographical Problem Areas, which focused on
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Fairbanks, Alaska as a case study in an interim report, which was completed in 2002. A final report,
Managing Carbon Monoxide Pollution in Meteorological and Topographical Problem Areas, was
published in 2003 (National Research Council, 2003, 042550) and offered a wide range of
recommendations on management of CO air pollution, cold start emissions standards, oxygenated
fuels, and CO monitoring. EPA did not complete the NAAQS review which started in 1997.

1.3. ISA Development

EPA initiated the current review of the NAAQS for CO on September 13, 2007 with a call for
information from the public (72 FR 52369). In addition to the call for information, publications were
identified through an ongoing literature search process that includes extensive computer database
mining on specific topics. Literature searches were conducted routinely to identify studies published
since the last review, focusing on publications from 1999 to May 2009. Search strategies were
iteratively modified to optimize identification of pertinent publications. Additional papers were
identified for inclusion in several ways: review of pre-publication tables of contents for journals in
which relevant papers may be published; independent identification of relevant literature by expert
authors; and identification by the public and CASAC during the external review process.
Publications considered for inclusion in the ISA were added to the Health and Environmental
Research Online (HERO) database recently developed by EPA (http://cfpub.epa.gov/ncea/hero/);
note that all references in the ISA include a HERO ID that provides a link to the database. Typically,
only information that had undergone scientific peer review and had been published or accepted for
publication was considered, along with analyses conducted by EPA using publicly available data.
This review has attempted to evaluate all relevant data published since the last review pertaining to
the atmospheric science of CO, human exposure to ambient CO, and epidemiologic, controlled
human exposure, and animal toxicological studies on CO, including those related to exposure-
response relationships, mode(s) of action (MOA), or susceptible populations. Added to the body of
research on CO effects were EPA’s analyses of air quality and emissions data, studies on atmospheric
chemistry, transport, and fate of these emissions, as well as issues related to exposure to CO. An
extensive literature search for data on the ecological effects of ambient CO did not identify any
relevant information published since the review of the ecological effects evidence in the 1979 CO
AQCD (U.S. EPA, 1979, 017687).

In general, in assessing the scientific quality and relevance of health and environmental effects
studies, the following considerations have been taken into account when selecting studies for
inclusion in the ISA or its annexes. The selection process for studies included in this ISA is shown in
Figure 1-1.

= Are the study populations, subjects, or animal models adequately selected and are they
sufficiently well defined to allow for meaningful comparisons between study or exposure
groups?

= Are the statistical analyses appropriate, properly performed, and properly interpreted?
Are likely covariates adequately controlled or taken into account in the study design and
statistical analysis?

= Are the air quality data, exposure, or dose metrics of adequate quality and sufficiently
representative of information regarding ambient CO?

= Are the health or welfare effect measurements meaningful and reliable?
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4 KEY DEFINITIONS I

INFORMATIVE studies are well-designed,
properly implemented, thoroughly described.

Studies added '
to the docket HIGHLY INFORMATIVE studies reduce
during public uncertainty on critical issues, may include
comment period. analyses of confounding or effect modification
Continuous by copollutants or other variables, analyses of
Comprehen‘sive concentration-response or dose-response

literature review relationships, analyses related to time
of peer-reviewed — between exposure and response, and offer
Studies identified innovation in method or design.

journal articles during EPA

sponsored kickoff POLICY-RELEVANT studies may include
meeting (including those conducted at or near ambient concen-
studies in trations and studies conducted in U.S. and
preparation). Canadian airsheds.

Selection of
. , studies
Informative Studies are discussed and
studies evalyated for inclusion additional studies
are identified, in the ISA and/ identified during
or Annexes. CASAC peer
review of draft
document.
ISA
Studies that do
not address Policy relevant and highly informative studies discussed in the ISA text include
exposure and/or those that provide a basis for or describe the association between the criteria
effects of air pollutant and effects. Studies summarized in tables and figures are included
pollutant(s) under because they are sufficiently comparable to be displayed together. A study
review are highlighted in the ISA text does not necessarily appear in a summary table or
excluded. figure.
ANNEXES
All newly identified informative studies are included in the Annexes. Older, key
studies included in previous assessments may be included as well.

Figure 1-1.  Identification of studies for inclusion in the ISA.

In selecting epidemiologic studies, EPA considered whether a given study presented
information on associations with short- or long-term CO exposures at or near ambient levels of CO;
considered approaches to evaluate issues related to potential confounding by other pollutants;
assessed potential effect modifiers; addressed health endpoints and populations not previously
extensively researched; and evaluated important methodologic issues (e.g., lag or time period
between exposure and effects, model specifications, thresholds, mortality displacement) related to
interpretation of the health evidence. Among the epidemiologic studies selected, particular emphasis
was placed on those studies most relevant to the review of the NAAQS. Specifically, studies
conducted in the United States (U.S.) or Canada were discussed in more detail than those from other
geographical regions. Particular emphasis was placed on: (1) recent multicity studies that employ
standardized analysis methods for evaluating effects of CO and that provide overall estimates for
effects based on combined analyses of information pooled across multiple cities; (2) studies that help
understand quantitative relationships between exposure concentrations and effects; (3) new studies
that provide evidence on effects in susceptible populations; and (4) studies that consider and report
CO as a component of a complex mixture of air pollutants.
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Criteria for the selection of research evaluating controlled human exposure or animal
toxicological studies included a focus on studies conducted using relevant pollutant exposures. For
both types of studies, relevant pollutant exposures are considered to be those generally within one or
two orders of magnitude of ambient CO concentrations. Studies in which higher doses were used
may also be considered if they provide information relevant to understanding MOAS or mechanisms,
as noted below.

Evaluation of controlled human exposure studies focused on those that approximated expected
human exposure conditions in terms of concentration and duration. In the selection of controlled
human exposure studies, emphasis is placed on studies that (1) investigate potentially susceptible
populations such as people with cardiovascular diseases; (2) address issues such as concentration-
response or time-course of responses; (3) include control exposures to filtered air; and (4) have
sufficient statistical power to assess findings.

Review of the animal toxicological evidence focused on studies that approximate expected
human dose conditions, which will vary depending on the toxicokinetics and biological sensitivity of
the particular laboratory animal species or strains studied. Due to resource constraints on exposure
duration and numbers of animals tested, animal studies typically utilize high-concentration
exposures to acquire data relating to mechanisms and assure a measureable response. Such studies
were considered to the extent that they provided useful information to inform our understanding of
interspecies differences and potential sensitivity differences between healthy and susceptible human
populations.

These criteria provide benchmarks for evaluating various studies and for focusing on the
policy-relevant studies in assessing the body of health and welfare effects evidence. Detailed critical
analysis of all CO health and welfare effects studies, especially in relation to the above
considerations, is beyond the scope of this document. Of most relevance for evaluation of studies is
whether they provide useful qualitative or quantitative information on exposure-effect or
exposure-response relationships for effects associated with current ambient air concentrations of CO
that can inform decisions on whether to retain or revise the standards.

In developing the CO ISA, EPA began by reviewing and summarizing the evidence on
atmospheric sciences and exposure and the health effects evidence from in vivo and in vitro
toxicological studies, controlled human exposure studies, and epidemiologic studies. In November
2008, EPA invited EPA staff and other researchers with expertise in CO to a teleconference to review
the scientific content of preliminary draft materials for the draft ISA and the annexes. The purpose of
the initial peer review teleconference was to ensure that the ISA is up to date and focused on the
most policy-relevant findings, and to assist EPA with integration of evidence within and across
disciplines. Subsequently, EPA addressed comments and completed the initial integration and
synthesis of the evidence.

The integration of evidence on health or welfare effects involves collaboration between
scientists from various disciplines. As described in the section below, the ISA organization is based
on health effect categories. As an example, an evaluation of health effects evidence would include
summaries of findings from epidemiologic, controlled human exposure, and toxicological studies,
and integration of the results to draw conclusions based on the causal framework described below.
Using the causal framework described in Section 1.6, EPA scientists consider aspects such as
strength, consistency, coherence and biological plausibility of the evidence, and develop draft
causality judgments on the nature of the relationships. The draft integrative synthesis sections and
conclusions are reviewed by EPA internal experts and, as appropriate, by outside expert authors. In
practice, causality determinations often entail an iterative process of review and evaluation of the
evidence. The draft ISA is released for review by the CASAC and the public, and comments received
on the characterization of the science as well as the implementation of the causal framework are
carefully considered in revising and completing the ISA.

1.4. Document Organization

The ISA is composed of five chapters. This introductory chapter presents background
information and provides an overview of EPA’s framework for making causal judgments. Chapter 2
is an integrated summary of key findings and conclusions regarding the source to dose paradigm,
MOA, and important health effects of CO, including cardiovascular, nervous system,
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perinatal/developmental, respiratory, and mortality outcomes. Chapter 3 highlights key concepts and
evidence relevant to understanding the sources, ambient concentrations, atmospheric behavior, and
exposure to ambient CO. Chapter 4 describes the dosimetry and pharmacokinetics of CO, including
formation and fate of carboxyhemoglobin (COHb). Chapter 5 presents a discussion of the MOA of
CO and evaluates and integrates epidemiologic, human clinical, and animal toxicological
information on health effects related to short-term exposures (i.e., hours, days, or weeks) and long-
term exposures (i.e., months or years) to CO, including cardiovascular and systemic effects, central
nervous system (CNS) effects, birth outcomes and developmental effects, respiratory effects, and
mortality.

A series of annexes supplement this ISA. The annexes provide tables summarizing additional
details of the pertinent literature published since the last review, as well as selected older studies of
particular interest. These annexes contain information on:

= atmospheric chemistry of CO, sampling and analytic methods for measurement of CO
concentrations, emissions, sources and human exposure to CO (Annex A);

= studies on the dosimetry and pharmacokinetics of CO (Annex B);

= epidemiologic studies of health effects from short- and long-term exposure to CO
(Annex C);

= controlled human exposure studies of health effects related to exposure to CO (Annex
D); and

= toxicological studies of health effects in laboratory animals (Annex E)

Within Annexes B through E, detailed information about methods and results of health studies
is summarized in tabular format, and generally includes information about concentrations of CO and
averaging times, study methods employed, results and comments, and quantitative results for
relationships between effects and exposure to CO. As noted in the section above, the most pertinent
results of this body of studies are brought into the ISA.

1.5. Document Scope

For the current review of the primary CO standards, relevant scientific information on human
exposures and health effects associated with exposure to ambient CO has been assessed. Health
effects resulting from accidental exposures to very high concentrations of hon-ambient CO (i.e., CO
poisoning) are not directly relevant to ambient exposures, and as such, a discussion of these effects
has deliberately been excluded from this document. For a detailed review of the effects of high-level
exposures to CO, the reader is referred to the extensive body of literature related to CO poisoning
(Ernst and Zibrak, 1998, 049822; Penney, 2007, 194668; Raub et al., 2000, 002180). In addition,
results of studies investigating the relationship between blood COHb concentrations and health
effects (e.g., Hedblad et al., 2006, 199512) may be informative regarding the biological plausibility
of health effects associated with changes in COHb concentrations. However, the lack of data on
ambient concentrations and the likely contribution of non-ambient CO to COHDb in these studies
complicates the interpretation of the results with respect to ambient CO exposure, and therefore these
studies will not be discussed in this review. The possible influence of other atmospheric pollutants on
the interpretation of the role of CO in health effects studies is considered in this assessment. This
includes other pollutants with the potential to co-occur in the environment (e.g., nitrogen dioxide
[NO,], sulfur dioxide [SO,], ozone [Os], and particulate matter [PM]).

The review also assesses relevant scientific information associated with known or anticipated
public welfare effects that may be identified. The 1979 CO AQCD (U.S. EPA, 1979, 017687)
reviewed research on the effects of CO on vegetation and soil microflora, which showed that visible
symptoms and effects on growth, yield, and reproduction were observed in some studies at very high
CO concentrations (1,000-10,000 ppm or greater), while biochemical and physiological responses,
including reduced nitrogen fixation, were observed at lower concentrations (1,000 ppm and below).
As discussed in Section 1.3, a critical review of the ecological effects literature identified no
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information published since the 1979 CO AQCD (U.S. EPA, 1979, 017687) pertinent to ambient CO
exposures; hence, no section on ecological effects appears in this assessment. The reader is referred
to the 1979 CO AQCD (U.S. EPA, 1979, 017687) for a detailed discussion of the effects of high CO
concentrations on plants and microorganisms. The definition of public welfare for the NAAQS
includes considerations of climate. Thus, the climate forcing effects of CO are summarized in
Chapter 2 and are discussed in detail in Chapter 3, where distinctions are drawn between global-
scale conclusions related to climate and the strongly variable continental and regional climate
forcing effects from CO.

1.6. EPA Framework for Causal Determination

The EPA has developed a consistent and transparent basis to evaluate the causal nature of air
pollution-induced health or environmental effects. The framework described below establishes
uniform language concerning causality and brings more specificity to the findings. This standardized
language was drawn from across the federal government and wider scientific community, especially
from the recent National Academy of Sciences (NAS) Institute of Medicine (I0OM) document,
Improving the Presumptive Disability Decision-Making Process for Veterans, (2008, 156586) the
most recent comprehensive work on evaluating causality.

This introductory section focuses on the evaluation of health effects evidence. While focusing
on human health outcomes, the concepts are also generally relevant to causality determination for
welfare effects. This section:

= describes the kinds of scientific evidence used in establishing a general causal
relationship between exposure and health effects;

= defines cause, in contrast to statistical association;

= discusses the sources of evidence necessary to reach a conclusion about the existence of
a causal relationship;

= highlights the issue of multifactorial causation;
= jdentifies issues and approaches related to uncertainty; and

= provides a framework for classifying and characterizing the weight of evidence in
support of a general causal relationship.

Approaches to assessing the separate and combined lines of evidence (e.g., epidemiologic,
human clinical, and animal toxicological studies) have been formulated by a number of regulatory
and science agencies, including the IOM of the NAS (2008, 156586), International Agency for
Research on Cancer (2006, 093206), EPA Guidelines for Carcinogen Risk Assessment (2005,
086237), Centers for Disease Control and Prevention (2004, 056384), and National Acid
Precipitation Assessment Program (1991, 095894). These formalized approaches offer guidance for
assessing causality. The frameworks are similar in nature, although adapted to different purposes,
and have proven effective in providing a uniform structure and language for causal determinations.
Moreover, these frameworks have supported decision-making under conditions of uncertainty.

1.6.1. Scientific Evidence Used in Establishing Causality

Causality determinations are based on the evaluation and synthesis of evidence from across
scientific disciplines; the type of evidence that is most important for such determinations will vary
by pollutant or assessment. The most compelling evidence of a causal relationship between pollutant
exposures and human health effects comes from human clinical studies. This type of study
experimentally evaluates the health effects of administered exposures in human volunteers under
highly controlled laboratory conditions.

January 2010 1-8


http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=17687
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=17687
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=156586
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=156586
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=93206
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=86237
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=56384
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=95894

In epidemiologic or observational studies of humans, the investigator does not control
exposures or intervene with the study population. Broadly, observational studies can describe
associations between exposures and effects. These studies fall into several categories:
cross-sectional, prospective cohort, and time-series studies. “Natural experiments” offer the
opportunity to investigate changes in health with a change in exposure; these include comparisons of
health effects before and after a change in population exposures, such as closure of a pollution
source.

Experimental animal data can help characterize effects of concern, exposure-response
relationships, susceptible populations and MOAs. In the absence of controlled human exposure or
epidemiologic data, animal data alone may be sufficient to support a likely causal determination,
assuming that humans respond similarly to the experimental species.

1.6.2. Association and Causation

“Cause” is a significant, effectual relationship between an agent and an effect on health or
public welfare. “Association” is the statistical dependence among events, characteristics, or other
variables. An association is prima facie evidence for causation; alone, however, it is insufficient
proof of a causal relationship between exposure and disease. Unlike an association, a causal claim
supports the creation of counterfactual claims; that is, a claim about what the world would have been
like under different or changed circumstances (IOM, 2008, 156586). Much of the newly available
health information evaluated in this ISA comes from epidemiologic studies that report a statistical
association between ambient exposure and health outcome.

Many of the health and environmental outcomes reported in these studies have complex
etiologies. Diseases such as asthma, coronary heart disease (CHD) or cancer are typically initiated
by multiple agents. Outcomes depend on a variety of factors, such as age, genetic susceptibility,
nutritional status, immune competence, and social factors (Gee and Payne-Sturges, 2004, 093070;
I0M, 2008, 156586). Effects on ecosystems are often also multifactorial with a complex web of
causation. Further, exposure to a combination of agents could cause synergistic or antagonistic
effects. Thus, the observed risk represents the net effect of many actions and counteractions.

1.6.3. Evaluating Evidence for Inferring Causation

Moving from association to causation involves the elimination of alternative explanations for
the association. In estimating the causal influence of an exposure on health or environmental effects,
it is recognized that scientific findings incorporate uncertainty. "Uncertainty"” can be defined as a
state of having limited knowledge where it is impossible to exactly describe an existing state or
future outcome, e.g., the lack of knowledge about the correct value for a specific measure or
estimate. Uncertainty characterization and uncertainty assessment are two activities that lead to
different degrees of sophistication in describing uncertainty. Uncertainty characterization generally
involves a qualitative discussion of the thought processes that lead to the selection and rejection of
specific data, estimates, scenarios, etc. Uncertainty assessment is more quantitative. The process
begins with simpler measures (e.g., ranges) and simpler analytical techniques and progresses, to the
extent needed to support the decision for which the assessment is conducted, to more complex
measures and techniques. Data will not be available for all aspects of an assessment and those data
that are available may be of questionable or unknown quality. In these situations, evaluation of
uncertainty can include professional judgment or inferences based on analogy with similar situations.
The net result is that the assessment will be based on a number of assumptions with varying degrees
of uncertainty. Uncertainties commonly encountered in evaluating health evidence for the criteria air
pollutants are outlined below for epidemiologic and experimental studies. Various approaches to
evaluating uncertainty include classical statistical methods, sensitivity analysis, or probabilistic
uncertainty analysis, in order of increasing complexity and data requirements. The ISA generally
evaluates uncertainties qualitatively in assessing the evidence from across studies; in some situations
guantitative analysis approaches, such as metaregression, may be used.

Meta-analysis may be a valuable tool for evaluating evidence by combining results from a
body of studies. Blair et al. (1995, 079190) observe that meta-analysis can enhance understanding of
associations between exposures and effects that are not readily apparent in examination of individual
study results and can be particularly useful for formally examining sources of heterogeneity.
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However, these authors note that meta-analysis may not be useful when the relationship between the
exposure and outcome is obvious, when only a few studies are available for a particular exposure-
outcome relationship, where there is limited access to data of sufficient quality, or where there is
substantial variation in study design or population. In addition, important differences in effect
estimates, exposure metrics, or other factors may limit or even preclude quantitative statistical
combination of multiple studies.

Controlled human exposure studies evaluate the effects of exposures to a variety of pollutants
in a highly controlled laboratory setting. Also referred to as human clinical studies, these
experiments allow investigators to expose subjects to known concentrations of air pollutants under
carefully regulated environmental conditions and activity levels. In some instances, controlled
human exposure studies can also be used to characterize concentration-response relationships at
pollutant concentrations relevant to ambient conditions. Controlled human exposures are typically
conducted using a randomized crossover design, with subjects exposed both to CO and a clean air
control. In this way, subjects serve as their own controls, effectively controlling for many potential
confounders. However, human clinical studies are limited by a number of factors, including a small
sample size and short exposure times. The repetitive nature of ambient CO exposures at levels that
can vary widely may lead to cumulative health effects, but this type of exposure is not practical to
replicate in a laboratory setting. In addition, although subjects do serve as their own controls,
personal exposure to pollutants in the hours and days preceding the controlled exposures may vary
significantly between and within individuals. Endogenous production of CO creates a body burden
of CO that, together with personal exposure from nonambient sources, contributes to baseline COHb
levels. Endogenous production rates vary within and among individuals, particularly for individuals
with diseases such as hemolytic anemia or chronic inflammation. This body burden of CO and
COHb limits the lower range of exposures that can be practically covered in controlled human
exposure studies. Finally, human clinical studies require investigators to adhere to stringent health
criteria for a subject to be included in the study, and therefore the results cannot necessarily be
generalized to an entire population. Although some human clinical studies have included health-
compromised individuals such as those with coronary artery disease (CAD), these individuals must
also be relatively healthy and do not represent the most sensitive individuals in the population. Thus,
a lack of observation of effects from human clinical studies does not necessarily mean that a causal
relationship does not exist. While human clinical studies provide important information on the
biological plausibility of associations observed between air pollutant exposure and health outcomes
in epidemiologic studies, observed effects in these studies may underestimate the response in certain
populations.

Epidemiologic studies provide important information on the associations between health
effects and exposure of human populations to ambient air pollution. In the evaluation of
epidemiologic evidence, one important consideration is potential confounding. Confounding is “. . .
a confusion of effects. Specifically, the apparent effect of the exposure of interest is distorted because
the effect of an extraneous factor is mistaken for or mixed with the actual exposure effect (which
may be null)” (Rothman and Greenland, 1998, 086599). One approach to remove spurious
associations due to possible confounders is to control for characteristics that may differ between
exposed and unexposed persons; this is frequently termed “adjustment.” Scientific judgment is
needed regarding likely sources and magnitude of confounding, together with consideration of how
well the existing constellation of study designs, results, and analyses address this potential threat to
inferential validity. One key consideration in this review is evaluation of the potential contribution of
CO to health effects when it is a component of a complex air pollutant mixture. Reported CO effect
estimates in epidemiologic studies may reflect independent CO effects on health outcomes. Ambient
CO may also be serving as an indicator of complex ambient air pollution mixtures that share the
same source as CO (e.g., motor vehicle emissions). Alternatively, copollutants may mediate the
effects of CO or CO may influence the toxicity of copollutants.

Another important consideration in the evaluation of epidemiologic evidence is effect
modification. “Effect-measure modification differs from confounding in several ways. The main
difference is that, whereas confounding is a bias that the investigator hopes to prevent or remove
from the effect estimate, effect-measure modification is a property of the effect under study . .. In
epidemiologic analysis one tries to eliminate confounding but one tries to detect and estimate effect-
measure modification” (Rothman and Greenland, 1998, 086599). Examples of effect modifiers in
some of the studies evaluated in this ISA include environmental variables, such as temperature or
humidity, individual risk factors, such as education, cigarette smoking status, age in a prospective
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cohort study, and community factors, such as percent of population > 65 yr old. It is often possible to
stratify the relationship between health outcome and exposure by one or more of these risk factor
variables. For variables that modify the association, effect estimates in each stratum will be different
from one another and different from the overall estimate, indicating a different exposure-response
relationship may exist in populations represented by these variables. Effect modifiers may be
encountered (a) within single-city time-series studies or (b) across cities in a two-stage hierarchical
model or meta-analysis.

Several statistical methods are available to detect and control for potential confounders, with
none of them being completely satisfactory. Multivariable regression models constitute one tool for
estimating the association between exposure and outcome after adjusting for characteristics of
participants that might confound the results. The use of multipollutant regression models has been
the prevailing approach for controlling potential confounding by copollutants in air pollution health
effects studies. Finding the likely causal pollutant from multipollutant regression models is made
difficult by the possibility that one or more air pollutants may be acting as a surrogate for an
unmeasured or poorly measured pollutant or for a particular mixture of pollutants. In addition, more
than one pollutant may exert similar health effects, resulting in independently observed associations
for multiple pollutants. For example, PM, s and NO, have each been linked to cardiovascular effects
in epidemiologic studies. Correlation between CO concentrations and various copollutants, such as
PM,s and NO,, makes it difficult to quantitatively interpret associations between different pollutant
exposures and health effects. Thus, results of models that attempt to distinguish CO effects from
those of copollutants must be interpreted with caution. The number and degree of diversity of
covariates, as well as their relevance to the potential confounders, remain matters of scientific
judgment. Despite these limitations, the use of multipollutant models is still the prevailing approach
employed in most air pollution epidemiologic studies and provides some insight into the potential for
confounding or interaction among pollutants.

Another way to adjust for potential confounding is through stratified analysis, i.e., examining
the association within homogeneous groups with respect to the confounding variable. The use of
stratified analyses has an additional benefit: it allows examination of effect modification through
comparison of the effect estimates across different groups. If investigators successfully measured
characteristics that distort the results, adjustment of these factors help separate a spurious from a true
causal association. Appropriate statistical adjustment for confounders requires identifying and
measuring all reasonably expected confounders. Deciding which variables to control for in a
statistical analysis of the association between exposure and disease or health outcome depends on
knowledge about possible mechanisms and the distributions of these factors in the population under
study. Identifying these mechanisms makes it possible to control for potential sources that may result
in a spurious association.

Adjustment for potential confounders can be influenced by differential exposure measurement
error. There are several components that contribute to exposure measurement error in epidemiologic
studies, including the difference between true and measured ambient concentrations, the difference
between average personal exposure to ambient pollutants and ambient concentrations at central
monitoring sites, and the use of average population exposure rather than individual exposure
estimates. Consideration of issues important for evaluation of exposure to ambient CO include: (1)
spatial variability of CO concentrations across urban areas, particularly with respect to highly
traveled roadways; (2) location of CO monitors at varying distances from roads; and (3) the
detection limit of instruments in the CO monitoring network. Previous AQCDs have examined the
role of measurement error for non-reactive pollutants in time-series epidemiologic studies using
simulated data and mathematical analyses and suggested that transfer of effects from the “causal”
variable to the confounder would only occur under unusual circumstances (i.e., “true” predictors
having high positive or negative correlation; substantial measurement error; or extremely negatively
correlated measurement errors) (U.S. EPA, 2004, 056905).

Confidence that unmeasured confounders are not producing the findings is increased when
multiple studies are conducted in various settings using different subjects or exposures, each of
which might eliminate another source of confounding from consideration. Thus, multicity studies
which use a consistent method to analyze data from across locations with different levels of
covariates can provide insight on potential confounding in associations. Intervention studies, because
of their quasi-experimental nature, can be particularly useful in characterizing causation.

In addition to clinical and epidemiologic studies, the tools of experimental biology have been
valuable for developing insights into human physiology and pathology. Laboratory tools have been
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extended to explore the effects of putative toxicants on human health, especially through the study of
model systems in other species. These studies evaluate the effects of exposures to a variety of
pollutants in a highly controlled laboratory setting and allow exploration of MOAS or mechanisms
by which a pollutant may cause effects. Background knowledge of the biological mechanisms by
which an exposure might or might not cause disease can prove crucial in establishing or negating a
causal claim. Consideration of evidence on the non-hypoxic effects of CO via cell signaling and
alteration of heme protein function along with evidence on COHb-mediated hypoxic stress, provides
a more complete understanding of the biological response to CO. There are, however, uncertainties
associated with guantitative extrapolations between laboratory animals and humans on the
pathophysiological effects of any pollutant. Animal species can differ from each other in
fundamental aspects of physiology and anatomy (e.g., metabolism, airway branching, hormonal
regulation) that may limit extrapolation.

Interpretations of experimental studies of air pollution effects in laboratory animals, as in the
case of environmental comparative toxicology studies, are affected by limitations associated with
extrapolation models. The differences between humans and rodents with regard to pollutant
absorption and distribution profiles based on metabolism, hormonal regulation, breathing pattern,
exposure dose, and differences in lung structure and anatomy, all have to be taken into consideration.
Also, in spite of a high degree of homology and the existence of a high percentage of orthologous
genes across humans and rodents (particularly mice), extrapolation of molecular alterations at the
gene level is complicated by species-specific differences in transcriptional regulation. Given these
molecular differences, at this time there are uncertainties associated with quantitative extrapolations
between laboratory animals and humans of observed pollutant-induced pathophysiological
alterations under the control of widely varying biochemical, endocrine, and neuronal factors.

1.6.4. Application of Framework for Causal Determination

EPA uses a two-step approach to evaluate the scientific evidence on health or environmental
effects of criteria pollutants. The first step determines the weight of evidence in support of causation
and characterizes the strength of any resulting causal classification. The second step includes further
evaluation of the quantitative evidence regarding the concentration-response relationships and the
loads or levels, duration and pattern of exposures at which effects are observed.

To aid judgment, various “aspects” of causality have been discussed by many philosophers
and scientists. The most widely cited aspects of causality in epidemiology, and public health, in
general, were articulated by Sir Austin Bradford Hill (1965, 071664) and have been widely used
(CDC, 2004, 056384; IARC, 2006, 093206; IOM, 2008, 156586; U.S. EPA, 2005, 086237).These
aspects (Hill, 1965, 071664) have been modified (Table 1-2) for use in causal determinations
specific to health and welfare effects or pollutant exposures (U.S. EPA, 2009, 179916).2 Some
aspects are more likely than others to be relevant for evaluating evidence on the health or
environmental effects of criteria air pollutants. For example, the analogy aspect does not always
apply, especially for the gaseous criteria pollutants, and specificity would not be expected for multi-
etiologic health outcomes, such as asthma or cardiovascular disease, or ecological effects related to
acidification. Aspects that usually play a larger role in determination of causality are consistency of
results across studies, coherence of effects observed in different study types or disciplines, biological
plausibility, exposure-response relationship, and evidence from “natural” experiments.

! The “aspects” described by Hill (1965, 071664) have become, in the subsequent literature, more commonly described as “criteria.” The
original term “aspects” is used here to avoid confusion with “criteria’ as it is used, with different meaning, in the Clean Air Act.

2 The Hill aspects were developed for interpretation of epidemiologic results. They have been modified here for use with a broader array of
data, i.e., epidemiologic, controlled human exposure, and animal toxicological studies, as well as in vitro data, and to be more consistent
with EPA’s Guidelines for Carcinogen Risk Assessment.
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Table 1-1.

Aspects to aid in judging causality.

Consistency of the
observed association

An inference of causality is strengthened when a pattern of elevated risks is observed across several independent studies. The
reproducibility of findings constitutes one of the strongest arguments for causality. If there are discordant results among
investigations, possible reasons such as differences in exposure, confounding factors, and the power of the study are
considered.

Coherence

An inference of causality from epidemiologic associations may be strengthened by other lines of evidence (e.g., clinical and
animal studies) that support a cause-and-effect interpretation of the association. Evidence on ecological or welfare effects may
be drawn from a variety of experimental approaches (e.g., greenhouse, laboratory, and field) and subdisciplines of ecology
(e.g., community ecology, biogeochemistry and paleological/historical reconstructions). The coherence of evidence from
various fields greatly adds to the strength of an inference of causality. The absence of other lines of evidence, however, is not a
reason to reject causality.

Biological plausibility.

An inference of causality tends to be strengthened by consistency with data from experimental studies or other sources
demonstrating plausible biological mechanisms. A proposed mechanistic linking between an effect and exposure to the agent is
an important source of support for causality, especially when data establishing the existence and functioning of those
mechanistic links are available. A lack of biologic understanding, however, is not a reason to reject causality.

Biological gradient
(exposure-response
relationship)

A well characterized exposure-response relationship (e.g., increasing effects associated with greater exposure) strongly
suggests cause and effect, especially when such relationships are also observed for duration of exposure (e.g., increasing
effects observed following longer exposure times). There are, however, many possible reasons that a study may fail to detect
an exposure-response relationship. Thus, although the presence of a biologic gradient may support causality, the absence of
an exposure-response relationship does not exclude a causal relationship.

Strength of the observed
association

The finding of large, precise risks increases confidence that the association is not likely due to chance, bias, or other factors.
However, given a truly causal agent, a small magnitude in the effect could follow from a lower level of exposure, a lower
potency, or the prevalence of other agents causing similar effects. While large effects support causality, modest effects
therefore do not preclude it.

Experimental evidence.

The strongest evidence for causality can be provided when a change in exposure brings about a change in occurrence or
frequency of health or welfare effects.

Temporal relationship of
the observed association

Evidence of a temporal sequence between the introduction of an agent, and appearance of the effect, constitutes another
argument in favor of causality.

As originally intended, this refers to increased inference of causality if one cause is associated with a single effect or disease
(Hill, 1965, 071664). Based on our current understanding, this is now considered one of the weaker guidelines for causality; for

Specificity of the observed example, many agents cause respiratory disease and respiratory disease has multiple causes. At the scale of ecosystems, as

association in epidemiology, complexity is such that single agents causing single effects, and single effects following single causes, are
extremely unlikely. The ability to demonstrate specificity under certain conditions remains, however, a powerful attribute of
experimental studies. Thus, although the presence of specificity may support causality, its absence does not exclude it.
Structure activity relationships and information on the agent's structural analogs can provide insight into whether an association

Analogy is causal. Similarly, information on mode of action for a chemical, as one of many structural analogs, can inform decisions

regarding likely causality.

Although these aspects provide a framework for assessing the evidence, they do not lend
themselves to being considered in terms of simple formulas or fixed rules of evidence leading to
conclusions about causality (Hill, 1965, 071664). For example, one cannot simply count the number
of studies reporting statistically significant results or statistically nonsignificant results and reach
credible conclusions about the relative weight of the evidence and the likelihood of causality. Rather,
these important considerations are taken into account with the goal of producing an objective
appraisal of the evidence, informed by peer and public comment and advice, which includes
weighing alternative views on controversial issues. In addition, it is important to note that the aspects
in Table 1-1 cannot be used as a strict checklist, but rather to determine the weight of the evidence
for inferring causality. In particular, not meeting one or more of the principles does not automatically
preclude a determination of causality (See discussion in CDC, 2004, 056384).

1.6.5.

Determination of Causality

In the ISA, EPA assesses the results of recent relevant publications, building upon evidence
available during the previous NAAQS review, to draw conclusions on the causal relationships
between relevant pollutant exposures and health or environmental effects. This ISA uses a five-level
hierarchy that classifies the weight of evidence for causation, not just association®; that is, whether
the weight of scientific evidence makes causation at least as Ilkely as not, in the Judgment of the
reviewing group. In developing this hierarchy, EPA has drawn on the work of previous evaluations,
most prominently the IOM’s Improving the Presumptive Disability Decision-Making Process for
Veterans (2008, 156586), EPA’s Guidelines for Carcinogen Risk Assessment (2005, 086237), and the

1t should be noted that the CDC and 10M frameworks use a four-category hierarchy for the strength of the evidence. A five-level
hierarchy is used here to be consistent with the EPA Guidelines for Carcinogen Risk Assessment and to provide a more nuanced set of

categories.
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U.S. Surgeon General’s smoking reports (CDC, 2004, 056384). In the ISA, EPA uses a series of five
descriptors to characterize the weight of evidence for causality. This weight of evidence evaluation is
based on various lines of evidence from across the health and environmental effects disciplines.
These separate judgments are integrated into a qualitative statement about the overall weight of the
evidence and causality. The five descriptors for causal determination are described in Table 1-2.

Table 1-2.  Weight of evidence for causal determination.
Health Effects Ecological and Welfare Effects

Evidence is sufficient to conclude that there is a causal relationship \ifzv\iltligjﬁglfafl;tsgglfd?:rgttgfggsctljlrjgse t{_]l?;ttr:se r?hg;oﬁﬁ?asril ':(;ls%%résnh'p

with relevant pollutant exposures. That is, the pollutant has been shown to result in effects in studies in which chance, bias, and

shown to result in health effects in studies in which chance, bias, and confounding could be ruled out with reasonable confidence

confouang could be ruled out with reasonable confidence. For Controlled exposure studies (laboratory or small- to medium-scale
Causal example: @) controlled human exposure studies that demonstrate field studies) provide the strongest evidence for causality, but the
relationship  consistent effects; or b) observational studies that cannot be scope of inference may be limited. Generally determination is based

ex%lamed by plaus|b|e| aItzmatNes o&arefsupporge? by other lines of on multiple studies conducted by fnultiple research groups, and

gvicence (_e.glj., an|ma|§tu Ies or mode o acti:pnhm orrlnatlon)._ evidence that is considered sufficient to infer a causal relationship is

Evidence includes replicated and consistent high-quality studies by usually obtained from the joint consideration of many lines of

multiple invesfigators. evidence that reinforce each other.

Evidence is sufficient to conclude that a causal relationship is likely to

exist with relevant pollutant exposures, but important uncertainties

remain. That is, the pollutant has been shown to result in health Evidence is sufficient to conclude that there is a likely causal

effects in studies in which chance and bias can be ruled out with association with relevant pollutant exposures. That is, an association
Likelv to be a reasonable confidence but potential issues remain. For example: @)  has been observed between the pollutant and the outcome in studies
causél observational studies show an association, but copollutant exposures in which chance, bias and confounding are minimized, but
relationship are difficult to address and/or other lines of evidence (controlled uncertainties remain. For example, field studies show a relationship,

human exposure, animal, or mode of action information) are limited
or inconsistent; or b) animal toxicological evidence from multiple
studies from different laboratories that demonstrate effects, but
limited or no human data are available. Evidence generally includes
replicated and high-quality studies by multiple investigators.

but suspected interacting factors cannot be controlled, and other
lines of evidence are limited or inconsistent. Generally, determination
is based on multiple studies in multiple research groups.

Suggestive of
a causal
relationship

Evidence is suggestive of a causal relationship with relevant pollutant
exposures, but is limited because chance, bias and confounding
cannot be ruled out. For example, at least one high-quality
epidemiologic study shows an association with a given health
outcome but the results of other studies are inconsistent.

Evidence is suggestive of a causal relationship with relevant pollutant
exposures, but chance, bias and confounding cannot be ruled out.
For example, at least one high-quality study shows an effect, but the
results of other studies are inconsistent.

Inadequate to

Evidence is inadequate to determine that a causal relationship exists
with relevant pollutant exposures. The available studies are of

The available studies are of insufficient quality, consistency or

infer a causal e h : : b . statistical power to permit a conclusion regarding the presence or
. " insufficient quantity, quality, consistency or statistical power to permit
relationship a conclusiog rega%iﬁg thg presence ory absence of ar? effect. P absence of an effect
Evidence is suggestive of no causal relationship with relevant
Not likelyto  pollutant exposures. Several adequate studies, covering the full Several adequate studies, examining relationships with relevant
be acausal  range of levels of exposure that human beings are known to exposures, are consistent in failing to show an effect at any level of
relationship  encounter and considering susceptible populations, are mutually exposure.

consistent in not showing an effect at any level of exposure.

For the CO ISA, determination of causality involved the evaluation of evidence for different
types of health effects associated with short- and long-term exposure periods. In making
determinations of causality for CO, evidence was evaluated for health outcome categories, such as
cardiovascular effects, and then conclusions were drawn based upon the integration of evidence from
across disciplines (e.g., epidemiology, clinical studies and toxicology) and also across the suite of
related individual health outcomes. To accomplish this integration, evidence from multiple and
various types of studies was considered. Response was evaluated over a range of observations which
was determined by the type of study and methods of exposure or dose and response measurements.
Results from different protocols were compared and contrasted.

In drawing judgments regarding causality for the criteria air pollutants, EPA focuses on
evidence of effects at relevant pollutant exposures. To best inform reviews of the NAAQS, these
evaluations go beyond a determination of causality at any dose or concentration to emphasize the
relationship apparent at relevant pollutant exposures. Concentrations generally within an order of
magnitude or two of ambient pollutant measurements are considered to be relevant for this
determination. Building upon the determination of causality are questions relevant to quantifying
health or environmental risks based on our understanding of the quantitative relationships between
pollutant exposures and health or welfare effects. While the causality determination is based
primarily on evaluation of health or environmental effects evidence, EPA also evaluates evidence
related to the doses or levels at which effects are observed. Considerations relevant to evaluation of
guantitative relationships for health and environmental effects are summarized below.
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1.6.5.1. Effects on Human Populations

Once a determination is made regarding the causal relationship between the pollutant and
outcome category, important questions regarding quantitative relationships include:

= What is the concentration-response, exposure-response, or dose-response relationship in
the human population?

= What is the interrelationship between incidence and severity of effect?
= What exposure conditions (dose or exposure, duration and pattern) are important?

= \What populations appear to be differentially affected (i.e., more susceptible to effects)?

To address these questions, the entirety of policy-relevant quantitative evidence is evaluated to
best quantify those concentration-response relationships that exist. This requires evaluation of
pollutant concentrations and exposure durations at which effects were observed for exposed
populations, including potentially susceptible populations. This integration of evidence resulted in
identification of a study or set of studies that best approximated the concentration-response
relationships between health outcomes and CO, given the current state of knowledge and the
uncertainties that surrounded these estimates. To accomplish this, evidence is considered from
multiple and diverse types of studies. To the extent available, the ISA evaluates results from across
epidemiologic studies that use various methods to evaluate the form of relationships between CO
and health outcomes and draws conclusions on the most well-supported shape of these relationships.
Animal data may also inform evaluation of concentration-response relationships, particularly relative
to MOASs and characteristics of susceptible populations. Chapter 2 presents the integrated findings
informative for evaluation of population risks.

An important consideration in characterizing the public health impacts associated with
exposure to a pollutant is whether the concentration-response relationship is linear across the full
concentration range encountered or if nonlinear relationships exist along any part of this range. Of
particular interest is the shape of the concentration-response curve at and below the level of the
current standards. The shape of the concentration-response curve varies, depending on the type of
health outcome, underlying biological mechanisms and dose. At the human population level,
however, various sources of variability and uncertainty, such as the low data density in the lower
concentration range, possible influence of exposure measurement error, and individual differences in
susceptibility to air pollution health effects, tend to smooth and “linearize” the
concentration-response function. In addition, many chemicals and agents may act by perturbing
naturally occurring background processes that lead to disease, which also linearizes population
concentration-response relationships (Clewell and Crump, 2005, 156359; Crump et al., 1976,
003192; Hoel, 1980, 156555). These attributes of population dose-response may explain why the
available human data at ambient concentrations for some environmental pollutants (e.g., PM, Os,
lead [Pb], environmental tobacco smoke [ETS], radiation) do not exhibit evident thresholds for
cancer or noncancer health effects, even though likely mechanisms include nonlinear processes for
some key events. These attributes of human population dose-response relationships have been
extensively discussed in the broader epidemiologic literature (Rothman and Greenland, 1998,
086599).

Publication bias is a source of uncertainty regarding the magnitude of health risk estimates. It
is well understood that studies reporting non-null findings are more likely to be published than
reports of null findings, and publication bias can also result in overestimation of effect estimate sizes
(loannidis, 2008, 188317). For example, effect estimates from single-city epidemiologic studies have
been found to be generally larger than those from multicity studies (Anderson et al., 2005, 087916)
Although publication bias commonly exists for many research areas, it may be present to a lesser
degree for epidemiologic studies on CO. In general, epidemiologic studies have focused on the
effects of PM, and CO was largely considered as a potentially confounding copollutant of PM. Thus,
CO effect estimates may have been presented in these studies regardless of the statistical significance
of the results.

Finally, identification of the susceptible population groups contributes to an understanding of
the public health impact of pollutant exposures. In this ISA, the term “susceptible population” will
be used as an overarching concept to encompass populations variously described as susceptible,
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vulnerable, or sensitive. “Susceptible populations” is defined here as those populations that have a
greater likelihood of experiencing health effects related to exposure to an air pollutant (e.g., CO) due
to a variety of factors including but not limited to: genetic or developmental factors, race, gender,
lifestage, lifestyle (e.g., smoking status and nutrition) or preexisting disease; as well as population-
level factors that can increase an individual's exposure to an air pollutant (e.g., CO) such as
socioeconomic status [SES], which encompasses reduced access to health care, low educational
attainment, residential location, and other factors. Epidemiologic studies can help identify
susceptible populations by evaluating health responses in the study population. Examples include
stratified analyses for subsets of the population under study or testing for interactions or effect
modification by factors such as gender, age group, or health status. Experimental studies using
animal models of susceptibility or disease can also inform the extent to which health risks are likely
greater in specific population groups. Further discussion of these groups is presented in Section 5.7.

1.6.5.2. Effects on Ecosystems or Public Welfare

Key questions for understanding the quantitative relationships between exposure (or
concentration or deposition) to a pollutant and risk to ecosystems or the public welfare include:

= What elements of the ecosystem (e.g., types, regions, taxonomic groups, populations,
functions, etc.) appear to be affected, or are more sensitive to effects?

= Under what exposure conditions (amount deposited or concentration, duration and
pattern) are effects seen?

= What is the shape of the concentration-response or exposure-response relationship?

Evaluations of causality generally consider the probability of quantitative changes in
ecological and welfare effects in response to exposure. A challenge to the quantification of exposure-
response relationships for ecological effects is the great regional and local variability in ecosystems.
Thus, exposure-response relationships are often determined for a specific ecological system and
scale, rather than at the national or even regional scale. Quantitative relationships therefore are
available site by site. For example, an ecological response to deposition of a given pollutant can
differ greatly between ecosystems. Where results from greenhouse or animal ecotoxicological
studies are available, they may be used to aid in characterizing exposure-response relations,
particularly relative to mechanisms of action, and characteristics of sensitive biota.

1.6.6. Concepts in Evaluating Adversity of Health Effects

In evaluating the health evidence, a number of factors can be considered in determining the
extent to which health effects are “adverse” for health outcomes such as changes in lung function or
in cardiovascular health measures. Some health outcome events, such as hospitalization for
respiratory or cardiovascular diseases, are clearly considered adverse; what is more difficult is
determining the extent of change in the more subtle health measures that is adverse. What constitutes
an adverse health effect may vary between populations. Some changes in healthy individuals may
not be considered adverse while those of a similar type and magnitude are potentially adverse in
more susceptible individuals.

For example, the extent to which changes in lung function are adverse has been discussed by
the American Thoracic Society (ATS) in an official statement titled What Constitutes an Adverse
Health Effect of Air Pollution? (2000, 011738). This statement updated the guidance for defining
adverse respiratory health effects that had been published 15 years earlier (ATS, 1985, 006522),
taking into account new investigative approaches used to identify the effects of air pollution and
reflecting concern for impacts of air pollution on specific susceptible groups. In the 2000 update,
there was an increased focus on quality of life measures as indicators of adversity and a more
specific consideration of population risk. Exposure to air pollution that increases the risk of an
adverse effect to the entire population is viewed as adverse, even though it may not increase the risk
of any identifiable individual to an unacceptable level. For example, a population of asthmatics
could have a distribution of lung function such that no identifiable individual has a level associated
with significant impairment. Exposure to air pollution could shift the distribution such that no
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identifiable individual experiences clinically relevant effects. This shift toward decreased lung
function, however, would be considered adverse because individuals within the population would
have diminished reserve function and therefore would be at increased risk to further environmental
insult.

It is important to recognize that the more subtle health outcomes may be linked to health
events that are clearly adverse. For example, air pollution has been shown to affect markers of
transient myocardial ischemia such as ST-segment abnormalities and onset of exertional angina. In
some cases, these effects are silent yet may still increase the risk of a number of cardiac events,
including MI and sudden death.

1.7. Summary

This ISA is a concise evaluation and synthesis of the most policy-relevant science for
reviewing the NAAQS for CO, and it is the chief means for communicating the critical science
judgments relevant to that NAAQS review. It reviews the most policy-relevant evidence from
atmospheric science, exposure, and health and environmental effects studies and includes
mechanistic evidence from basic biological science. This final ISA incorporates clarification and
revisions based on public comments and advice and comments provided by EPA’'s CASAC on the
first and second draft ISAs (Brain and Samet, 2009, 194669; Brain and Samet, 2010, 202840).
Annexes to the ISA provide additional details of the literature published since the last review. A
framework for making critical judgments concerning causality was presented in this chapter. It relies
on a widely accepted set of principles and standardized language to express evaluation of the
evidence. This approach can bring rigor and clarity to current and future assessments. This ISA
should assist EPA and others, now and in the future, to accurately represent what is presently known
and what remains unknown concerning the effects of CO on human health and public welfare.
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Chapter 2. Integrative Overview

The subsequent chapters of this ISA present the most policy-relevant information related to
this review of the NAAQS for CO, including a synthesis of the evidence presented in the 2000 CO
AQCD (U.S. EPA, 2000, 000907), along with the assessment of more recent studies. This chapter
integrates important findings from the disciplines evaluated in this current assessment of the CO
scientific literature, which includes the atmospheric sciences, ambient air data analyses, climate
forcing effects, exposure assessment, dosimetry, and health effects research (animal toxicological
studies, controlled human exposure studies, and epidemiologic studies). The EPA framework for
causal determinations described in Chapter 1 has been applied to the body of evidence evaluated in
this assessment in order to characterize the relationship between exposure to CO at relevant
concentrations and health effects. The EPA framework applied here employs a five-level hierarchy
that classifies the weight of evidence for causation:

= Causal relationship

= Likely to be a causal relationship

= Suggestive of a causal relationship

= Inadequate to infer a causal relationship

= Not likely to be a causal relationship

This evaluation led to causal determinations for several health outcome categories and
characterization of the magnitude of the response, including responses in susceptible populations,
over a range of relevant concentrations. This integration of evidence also provides a basis for
characterizing the concentration-response relationships of CO and adverse health outcomes for the
U.S. population, given the current state of knowledge.

This chapter summarizes and integrates the newly available scientific evidence that best
informs consideration of the policy-relevant questions that frame this assessment, which are
presented in Chapter 1. Section 2.1 discusses the trends in ambient concentrations and sources of
CO. Section 2.2 provides an overview of climate forcing related directly and indirectly to CO.
Section 2.3 provides a brief summary of factors influencing personal exposure to ambient CO.
Section 2.4 summarizes CO dosimetry and pharmacokinetics and describes what is known regarding
the modes of action of CO. Section 2.5 integrates the evidence from studies that examined health
effects related to short- and long-term exposure to CO and discusses important uncertainties
identified in the interpretation of the scientific evidence. Section 2.6 summarizes policy-relevant
considerations associated with exposure to CO including evidence of effects in potentially
susceptible populations and information on the shape of the concentration-response function. Finally,
Section 2.7 presents an integrated summary of the health effects of CO, reports the levels at which
effects are observed and discusses important uncertainties to consider in the interpretation of the
scientific evidence.

2.1. Ambient CO Sources and Concentrations

CO is formed by incomplete combustion of carbon-containing fuels and by photochemical
reactions in the atmosphere. Nationally, on-road mobile sources constituted more than half of total
CO emissions in 2002, or ~61 of ~117 million tons (MT) of total CO emissions, based on the most
recent publicly available data meeting data quality objectives from EPA’s National Emissions

Note: Hyperlinks to the reference citations throughout this document will take you to the NCEA HERO database (Health and
Environmental Research Online) at http://epa.gov/hero. HERO is a database of scientific literature used by U.S. EPA in the process of
developing science assessments such as the Integrated Science Assessments (ISAs) and the Integrated Risk Information System (IRIS).
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Inventory (NEI). In metropolitan areas in the U.S., as much as 75% of all CO emissions result from
on-road vehicle exhaust. The majority of these on-road CO emissions are derived from gasoline-
powered vehicles. When emissions from incomplete combustion of fuels powering nonroad mobile
sources, such as farm and construction equipment, lawnmowers, boats, ships, snowmobiles, and
aircraft, are included, all mobile sources accounted for ~80% of total CO emissions in the U.S. in
2002. Other primary sources of CO include wildfires, controlled vegetation burning, residential
biomass combustion, and industrial processes. While CO emissions from nonroad mobile sources,
wild fires, and industry have remained fairly constant, on-road mobile source CO emissions have
decreased by roughly 5% per year since the early 1990s. Secondary sources of CO include the
oxidation of both anthropogenic and biogenic hydrocarbons, such as methane and isoprene and other
carbon containing species including aldehydes and alcohols. During summer when biogenic
emissions are at their peak, secondary sources of CO are estimated to be a significant fraction of
total U.S. sources; however, secondary sources are dispersed over the entire country, while direct
emissions are concentrated near primary sources, such as on-road mobile sources, which are mainly
in urban areas. Although these estimates are generated using well-established approaches,
uncertainties are inherent in the emission factors and models used to represent sources for which
emissions have not been directly measured, and these uncertainties vary by source category, season,
and region.

Significant reductions in ambient CO concentrations and in the number of NAAQS
exceedances have been observed over the past 25 yr, a continuation of trends documented in the
2000 CO AQCD (U.S. EPA, 2000, 000907). Nationwide ambient CO data from the EPA Air Quality
System (AQS) for the years 2005-2007 show that the median 1-h daily maximum (max)
concentration across the U.S. was 0.7 ppm; the mean was 0.9 ppm; the 95th percentile was 2.4 ppm;
and the 99th percentile was 3.8 ppm. Roughly one-third of the 1-h daily max data fell below the limit
of detection (LOD) for the majority of CO monitors reporting to AQS. The median 8-h daily max
ambient CO concentration for the years 2005-2007 was 0.5 ppm; the mean was 0.7 ppm; the 95th
percentile was 1.7 ppm; and the 99th percentile was 2.6 ppm. Half of the 8-h daily max
concentrations fell below the LOD for the majority of CO monitors in the field. The current CO
NAAQS are 35 ppm (1-h avg) and 9 ppm (8-h avg), not to be exceeded more than once per year.
During the years 2005-2007, 1-h and 8-h CO concentrations did not exceed the NAAQS level more
than once per year at any monitoring site. Moreover, in these 3 yr, a 1-h avg concentration in excess
of 35 ppm was reported only once (39 ppm), and there were only 7 reported 8-h avg values
nationwide in excess of 9 ppm in all 3 yr. Seasonally divided box plots of data from 2005-2007
compiled for spatially diverse urban metropolitan areas illustrate the tendency for higher median CO
concentrations and wider variations in concentrations in the winter and fall compared with the spring
and summer (Section 3.5).

Policy-relevant background (PRB) concentrations include contributions from natural sources
everywhere in the world and from anthropogenic sources outside the U.S., Canada, and Mexico.
PRB concentrations of CO were estimated for this assessment using data for the years 2005-2007
collected at 12 remote sites in the U.S. which are part of the National Oceanic and Atmospheric
Administration’s (NOAA) Global Monitoring Division (GMD) and are not part of the EPA national
regulatory network. The 3-yr avg CO PRB averaged ~0.13 ppm in Alaska, ~0.10 ppm in Hawaii, and
~0.13 ppm over the contiguous U.S. (CONUS). The analysis for North American PRB in this
assessment was made by segregating the three Alaska sites based on their high latitude and the two
Hawaii sites based on their distance from the continent, and then treating the remaining seven sites
as being more representative of the CONUS PRB. Note that these seven sites are affected by
anthropogenic emissions in North America to varying degrees.

2.2. Climate Forcing Effects

Recent data do not alter the current well-established understanding of the role of urban and
regional CO in continental- and global-scale chemistry outlined in the 2000 CO AQCD (U.S. EPA,
2000, 000907) and subsequently confirmed in the recent global assessments of climate change by the
Intergovernmental Panel on Climate Change (IPCC, 2001, 156587; IPCC, 2007, 092765). CO is a
weak direct contributor to radiative forcing (RF) and greenhouse warming. Sinha and Toumi (1996,
193747) estimated the direct RF of CO computed for all-sky conditions at the tropopause to be
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0.024 W/m? based on an assumed change in CO mean global concentrations from 25 to 100 ppb
since preindustrial times. The direct RF attributed to CO over this time frame is ~1.5% of the direct
RF for CO, estimated by the IPCC (Forster et al., 2007, 092936).

More importantly, CO can indirectly cause increased RF because it reacts with tropospheric
OH and thus can increase the lifetime of trace gases in the atmosphere including the GHGs CH,4 and
O;. Additionally, the major pathway for removal of CO from the atmosphere is reaction with OH to
produce CO,. CHy4, O3, and CO; absorb infrared radiation from the Earth’s surface and contribute to
the greenhouse effect. Indirect RF attributed to 1750-2005 emissions of CO through changes in
concentratlon of the GHGs O3, CH,4, and CO, was estimated by Forster et al. (2007, 092936) to be
~0.2 W/m?, or ~12% of the direct RF of CO, (Figure 3-7). The future direct and indirect integrated
RF for year 2000 emissions of CO was estimated to be ~0.2 W/m?-yr with ~50% uncertainty over
both 20-yr and 100-yr time horizons (Figure 3-8). The RF related to short-lived CO is ~25% of that
for CO, for a 20-yr time horizon but only ~7% of that for longer-lived CO, over a 100-yr horizon.
Overall, the evidence reviewed in this assessment is sufficient to conclude that a causal
relationship exists between current atmospheric concentrations of CO and effects on

climate.

2.3. Exposure to Ambient CO

Very few recent exposure assessment studies involve ambient CO concentration data. The
studies of personal exposure to ambient CO presented here generally found that the largest
percentage of time in which an individual is exposed to ambient CO occurs indoors but that the
highest ambient CO exposure levels occur in transit. In-vehicle CO concentrations are typically
reported to be between 2 and 5 times higher than ambient concentrations, although peak in-vehicle
concentrations more than an order of magnitude higher than corresponding ambient monitor
concentrations have also been reported. Among commuters, exposures were higher for those
traveling in automobiles in comparison with those traveling on buses and motorbikes and with those
cycling or walking. Ambient CO exposure in automobiles has been demonstrated to vary with
vehicle ventilation settings, and a very small portion of that exposure is thought to come from the
vehicle in which the exposed person travels. High near-road CO concentrations can be important for
those living in the near-road environment because virtually all of ambient CO infiltrates indoors.
Hence, indoor exposure to ambient CO is determined by the CO concentration outside the building.
CO concentration in the near-road environment has been shown to decrease sharply with downwind
distance from a highway, wind direction, and emission source strength (e.g., number of vehicles on a
highway); natural and urban topography also influence localized ambient CO concentrations.

Recent exposure assessment studies support one of the main conclusions of the 2000 CO
AQCD (U.S. EPA, 2000, 000907), that central site ambient CO monitors may overestimate or
underestimate individuals’ personal exposure to ambient CO because ambient CO concentration is
spatially variable, particularly when analyzing exposures in the near-road environment. Exposure
error may occur when the ambient CO concentration measured at the central site monitor is used as
an ambient exposure surrogate and differs from the actual ambient CO concentration outside a
subject’s residence and/or worksite. For example, measurement at a “hot spot” could skew
community exposure estimates upwards, and likewise measurement at a location with few CO
sources could skew exposure estimates downwards. Correlations across CO monitors can vary
widely within and between cities across the U.S. as a function of natural and urban topography,
meteorology, source strength and proximity to sources. Typically, intersampler correlation ranges
from 0.35 to 0.65 for monitors sited at different scales within a metropolitan area, although it can be
greater than 0.8 in some areas.

Health effects estimates from time-series epidemiologic studies are not biased by spatial
variability in CO concentrations if concentrations at different locations are correlated in time.
Exposure assessment in epidemiologic studies is also complicated by the existence of CO in
multipollutant mixtures emitted by combustion processes, making it difficult to quantify the health
effects related specifically to CO exposure compared with those related to another combustion-
related pollutant or mix of pollutants. In most circumstances, exposure error tends to bias a health
effect estimate downward (Sheppard et al., 2005, 079176; Zeger et al., 2000, 001949). Spatial and
temporal variability not fully captured by ambient monitors and correlation of CO with copollutants
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are examples of sources of uncertainty that could widen confidence intervals of health effects
estimates.

2.4. Dosimetry, Pharmacokinetics, and Mode of Action

2.4.1. Dosimetry and Pharmacokinetics

Upon inhalation, CO elicits various health effects by binding to and altering the function of a
number of heme-containing molecules, mainly hemoglobin (Hb). The formation of COHb reduces
the oxygen (Oy)-carrying capacity of blood and impairs the release of O, from oxyhemoglobin
(O,HD) to the tissues. The 2000 CO AQCD (U.S. EPA, 2000, 000907) has a detailed description of
the well-established Coburn-Forster-Kane (CFK) equation, which has been used for many years to
model COHb formation. Since then, models have been developed that include myoglobin (Mb) and
extravascular storage compartments, as well as other dynamics of physiology relevant to CO uptake
and elimination. These models have indicated that CO has a biphasic elimination curve, due to initial
washout from the blood followed by a slower flux from the tissues. The flow of CO between the
blood and alveolar air or tissues is controlled by diffusion down the pCO gradient. The uptake of CO
is governed not only by this CO pressure differential but also by physiological parameters, such as
minute ventilation and lung diffusing capacity that can, in turn, be affected by factors such as
exercise, age, and medical conditions (e.g., obstructive lung disease). Susceptible populations, such
as health-compromised individuals, are at a greater risk from COHb-induced health effects due to
altered CO kinetics, compromised cardiopulmonary processes, and increased baseline hypoxia
levels. Altitude also may have a substantial effect on the kinetics of COHb formation, especially for
visitors to high-altitude areas. Compensatory mechanisms, such as increased cardiac output, combat
the decrease in barometric pressure. Altitude also increases the endogenous production of CO
through upregulation of heme oxygenase (HO). CO is considered a second messenger and is
endogenously produced from the catabolism of heme proteins by enzymes such as HO-1 (the
inducible form of heme oxygenase) and through endogenous lipid peroxidation. Finally, CO is
removed from the body by expiration and oxidation to CO,.

2.4.2. Mode of Action

The diverse effects of CO are dependent upon concentration, duration of exposure, and the cell
types and tissues involved. Responses to CO are not necessarily due to a single process and may
instead be mediated by a combination of effects including COHb-mediated hypoxic stress and other
mechanisms such as free radical production and the initiation of cell signaling. However, binding of
CO to reduced iron in heme proteins with subsequent alteration of heme protein function is the
common mechanism underlying the biological responses to CO (see Section 5.1).

As discussed in the 2000 CO AQCD (U.S. EPA, 2000, 000907), the most well-known
pathophysiological effect of CO is tissue hypoxia caused by binding of CO to Hb. Not only does the
formation of COHb reduce the O,-carrying capacity of blood, but it also impairs the release of O,
from O,Hb. Compensatory alterations in hemodynamics, such as vasodilation and increased cardiac
output, protect against tissue hypoxia. Depending on the extent of CO exposure, these compensatory
changes may be effective in people with a healthy cardiovascular system. However, hemodynamic
responses following CO exposure may be insufficient in people with decrements in cardiovascular
function, resulting in health effects, as described in Section 5.2. Binding of CO to Mb, as discussed
in the 2000 CO AQCD (U.S. EPA, 2000, 000907) and in Section 4.3.2.3, can also impair the delivery
of O, to tissues. Mb has a high affinity for CO, about 25 times that of O,; however, pathophysiologic
effects are seen only after high-dose exposures to CO, resulting in COMb concentrations far above
baseline levels.

Nonhypoxic mechanisms underlying the biological effects of CO have been the subject of
recent research since the 2000 CO AQCD (U.S. EPA, 2000, 000907). Most of these mechanisms are
related to CO’s ability to bind heme-containing proteins other than Hb and Mb. These mechanisms,
which may be interrelated, include alteration in nitric oxide (NO) signaling, inhibition of
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cytochrome c oxidase, heme loss from proteins, disruption of iron homeostasis, alteration in cellular
redox status, alteration in ion channel activity and modulation of protein kinase pathways. CO is a
ubiquitous cell signaling molecule with numerous physiological functions. The endogenous
generation and release of CO from heme by HO-1 and HO-2 is tightly controlled, as is any
homeostatic process. However, exogenously-applied CO has the capacity to disrupt multiple heme-
based signaling pathways due to its nonspecific nature. Only a limited amount of information is
available regarding the impact of exogenous CO on tissue and cellular levels of CO and on signaling
pathways. However, recent animal studies demonstrated increased tissue CO levels and biological
responses following exposure to 50 ppm CO. Whether or not environmentally-relevant exposures to
CO lead to adverse health effects through altered cell signaling is an open question for which there
are no definitive answers at this time. However, experiments demonstrating oxidative/nitrosative
stress, inflammation, mitochondrial alterations and endothelial dysfunction at concentrations of CO
within one or two orders of magnitude higher than ambient concentrations suggest a potential role
for such mechanisms in pathophysiologic responses. Furthermore, prolonged increases in
endogenous CO resulting from chronic diseases may provide a basis for the enhanced sensitivity of
susceptible populations to CO-mediated health effects such as is seen in individuals with coronary
artery disease.

2.5. Health Effects

This assessment reviewed health effects evidence regarding the effect of CO on several
categories of health outcomes. Table 2-1 presents the overall conclusions of the ISA regarding the
presence of a causal relationship between short-term (i.e., hours, days, or weeks) or long-term (i.e.,
months or years) exposure to relevant CO concentrations (defined in Chapter 1 as generally within
one or two orders of magnitude of ambient CO concentrations) and health outcome categories.
Summaries of the evidence supporting each causal determination and considerations relevant to
application of the causal framework are provided in the following subsections.

Table 2-1.  Causal determinations for health effects categories.

Outcome Category Exposure Period Causality Determination
. . Short-term Likely to be a causal relationshi
Cardiovascular morbidity y i p_ i
Long-term Inadequate to infer a causal relationship
Central nervous system effects Short- and long-term Suggestive of a causal relationship
Birth outcomes and Developmental effects Long-term Suggestive of a causal relationship
. . Short-term Suggestive of a causal relationshi
Respiratory morbidity %9 . .p .
Long-term Inadequate to infer a causal relationship
: Short-term Suggestive of a causal relationship
Mortality . —
Long-term Not likely to be a causal relationship

2.5.1. Cardiovascular Morbidity

The most compelling evidence of a CO-induced effect on the cardiovascular system at COHb
levels relevant to the current NAAQS comes from a series of controlled human exposure studies
among individuals with coronary artery disease (CAD) (Section 5.2). These studies, described in the
1991 (U.S. EPA, 1991, 017643) and 2000 (U.S. EPA, 2000, 000907) CO AQCDs, demonstrate
consistent decreases in the time to onset of exercise-induced angina and ST-segment changes
following CO exposures resulting in COHb levels of 2-6% (Section 5.2.4). No human clinical
studies have been designed to evaluate the effect of controlled exposures to CO resulting in COHb
concentrations lower than 2%. Human clinical studies published since the 2000 CO AQCD
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(U.S. EPA, 2000, 000907) have reported no association between CO and ST-segment changes or
arrhythmia; however, none of these studies included individuals with diagnosed heart disease.

While the exact physiological significance of the observed ST-segment changes among
individuals with CAD is unclear, ST-segment depression is a known indicator of myocardial
ischemia. It is also important to note that the individuals with CAD who participated in these
controlled exposure studies may not be representative of the most sensitive individuals in the
population. It is conceivable that the most sensitive individuals respond to levels of COHb lower
than those evaluated in controlled human exposure studies. Variability in activity patterns and
severity of disease among individuals with CAD is likely to influence the critical level of COHb
which leads to adverse cardiovascular effects.

The degree of ambient CO exposure which leads to attainment of critical levels of COHb will
also vary between individuals. Although endogenous COHb is generally <1% in healthy individuals,
higher endogenous COHb levels are observed in individuals with certain medical conditions.
Nonambient exposures to CO, such as exposure to environmental tobacco smoke (ETS), may
increase COHb above endogenous levels, depending on the gradient of pCO. Ambient exposures
may cause a further increase in COHb. Modeling results described in Chapter 4 indicate that
increases of ~1% COHDb are possible with exposures of several ppm CO depending on exposure
duration and exercise level.

Findings of epidemiologic studies conducted since the 2000 CO AQCD (U.S. EPA, 2000,
000907) are coherent with results of the controlled human exposure studies. These recent studies
observed associations between ambient CO concentration and emergency department (ED) visits and
hospital admissions (HAs) for ischemic heart disease (IHD), congestive heart failure (CHF) and
cardiovascular diseases (CVD) as a whole and were conducted in locations where the mean 24-h avg
CO concentrations ranged from 0.5 ppm to 9.4 ppm (Table 5-7). All but one of these studies that
evaluated CAD outcomes (IHD, MlI, angina) reported positive associations (Figure 5-2). Although
CO is often considered a marker for the effects of another traffic-related pollutant or mix of
pollutants, evidence indicates that CO associations generally remain robust in copollutant models
and supports a direct effect of short-term ambient CO exposure on CVD morbidity. These studies
add to findings reported in the 2000 CO AQCD (U.S. EPA, 2000, 000907) that demonstrated
associations between short-term variations in ambient CO concentrations and exacerbation of heart
disease.

The known role of CO in limiting O, availability lends biological plausibility to ischemia-
related health outcomes following CO exposure. However, it is not clear whether the small changes
in COHDb associated with ambient CO exposures result in substantially reduced O, delivery to
tissues. Recent toxicological studies suggest that CO may also act through other mechanisms by
initiating or disrupting cellular signaling. Studies in healthy animals demonstrated oxidative injury
and inflammation in response to 50-100 ppm CO, while studies in animal models of disease
demonstrated exacerbation of cardiomyopathy and increased vascular remodeling in response to
50 ppm CO. Further investigations will be useful in determining whether altered cell signaling
contributes to adverse health effects following ambient CO exposure.

Given the consistent and coherent evidence from epidemiologic and human clinical studies,
along with biological plausibility provided by CO’s role in limiting O, availability, it is concluded
that a causal relationship is likely to exist between relevant short-term exposures to CO
and cardiovascular morbidity.

Only two epidemiologic studies were identified that investigated the relationship between
long-term exposure to CO and cardiovascular effects, and the results of these studies provide very
limited evidence of an association (Section 5.2.2). Considering the lack of evidence from controlled
human exposure studies and the very limited evidence from toxicological studies on cardiovascular

effects following long-term exposure to CO, the available evidence is inadequate to conclude
that a causal relationship exists between relevant long-term exposures to CO and
cardiovascular morbidity.

2.5.2. Central Nervous System Effects

Exposure to high levels of CO has long been known to adversely affect central nervous system
(CNS) function, with symptoms following acute CO poisoning including headache, dizziness,
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cognitive difficulties, disorientation, and coma. However, the relationship between ambient levels of
CO and neurological function is less clear and has not been evaluated in epidemiologic studies.
Studies of controlled human exposures to CO discussed in the 2000 CO AQCD (U.S. EPA, 2000,
000907) reported inconsistent neural and behavioral effects following exposures resulting in COHb
concentrations of 5-20%. No new human clinical studies have evaluated central nervous system or
behavioral effects of exposure to CO. At ambient-level exposures, healthy adults may be protected
against CO-induced neurological impairment owing to compensatory responses including increased
cardiac output and cerebral blood flow. However, these compensatory mechanisms are likely
impaired among certain potentially susceptible groups including individuals with reduced
cardiovascular function.

Toxicological studies that were not discussed in the 2000 CO AQCD (U.S. EPA, 2000,
000907) employed rodent models to show that CO exposure during the in utero or perinatal period
can adversely affect adult outcomes, including behavior, neuronal myelination, neurotransmitter
levels or function, and the auditory system (discussed in Section 5.3). In utero CO exposure,
including both intermittent and continuous exposure, has been shown to impair multiple behavioral
outcomes in offspring (75-150 ppm). In utero CO exposure (75 and 150 ppm) was associated with
significant myelination decrements and neurotransmitter effects (up to 200 ppm). Finally, perinatal
CO exposure has been shown to affect the developing auditory system of rodents, inducing
permanent changes into adulthood (12.5-100 ppm), some of which appear to be reactive oxygen
species mediated. Considering the combined evidence from controlled human exposure and
toxicological studies, the evidence is suggestive of a causal relationship between relevant

short- and long-term exposures to CO and central nervous system effects.

2.5.3. Birth Outcomes and Developmental Effects

The most compelling evidence for a CO-induced effect on birth and developmental outcomes
is for preterm birth (PTB) and cardiac birth defects. These outcomes were not addressed in the 2000
CO AQCD (U.S. EPA, 2000, 000907), which included only two studies that examined the effect of
ambient CO on low birth weight (LBW). Since then, a number of studies have been conducted
looking at varied outcomes, including PTB, birth defects, fetal growth (including LBW), and infant
mortality.

There is limited epidemiologic evidence that CO during early pregnancy (e.qg., first month and
first trimester) is associated with an increased risk of PTB. The only U.S. studies to investigate the
PTB outcome were conducted in California, and these reported consistent positive associations with
CO exposure during early pregnancy when exposures were assigned from monitors within close
proximity of the mother’s residential address. Additional studies conducted outside of the U.S.
provide supportive, though less consistent, evidence of an association between CO concentration and
PTB.

Very few epidemiologic studies have examined the effects of CO on birth defects. Two of
these studies found maternal exposure to CO to be associated with an increased risk of cardiac birth
defects. Human clinical studies also demonstrated the heart as a target for CO effects (Section 5.2).
Animal toxicological studies provide additional evidence for cardiac effects with reported transient
cardiomegaly at birth after continuous in utero CO exposure (60, 125, 250 and 500 ppm CO) and
delayed myocardial electrophysiological maturation (150 ppm CO). Toxicological studies have also
shown that continuous in utero CO exposure (250 ppm) induced teratogenicity in rodent offspring in
a dose-dependent manner that was further affected by dietary protein (65 ppm CO) or zinc
manipulation (500 ppm CO). Toxicological studies of CO exposure over the duration of gestation
have shown skeletal alterations (7 h/day, CO 250 ppm) or limb deformities (24 h/day, CO 180 ppm)
in prenatally exposed offspring.

There is evidence of ambient CO exposure during pregnancy having a negative effect on fetal
growth in epidemiologic studies. In general, the reviewed studies, summarized in Figures 5-7
through 5-9, reported small reductions in birth weight (ranging ~5-20 g). Several studies examined
various combinations of birth weight, LBW, and small for gestational age (SGA)/intrauterine growth
restriction (IUGR) and inconsistent results are reported across these metrics. It should be noted that
having a measurable, even if small, change in a population is different than having an effect on a
subset of susceptible births and increasing the risk of IUGR/LBW/SGA. It is difficult to conclude if
CO is related to a small change in birth weight in all births across the population, or a marked effect
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in some subset of births. Toxicology studies have found associations between CO exposure in
laboratory animals and decrements in birth weight (90-600 ppm), as well as reduced prenatal growth
(65-500 ppm CO).

In general, there is limited epidemiologic evidence that CO is associated with an increased risk
of infant mortality during the neonatal or post-neonatal periods. In support of this limited evidence,
animal toxicological studies provide some evidence that exogenous CO exposure to pups in utero
significantly increased postnatal mortality (7 h/day and 24 h/day, 250 ppm CO; 24 h/day, 90 or
180 ppm CO) and prenatal mortality (7 h/day, 250 ppm CO).

Evidence exists for additional developmental outcomes which have been examined in
toxicological studies but not epidemiologic or human clinical studies, including behavioral
abnormalities, learning and memory deficits, locomotor effects, neurotransmitter changes, and
changes in the auditory system. Structural aberrations of the cochlea involving neuronal activation
(12.5, 25 and 50 ppm CO) and auditory related nerves (25 ppm CO) were seen in pups after neonatal
CO exposure. Auditory functional testing using otoacoustic emissions testing (OAE at 50 ppm CO)
and 8th cranial nerve action potential (AP) amplitude measurements (12, 25, 50, 100 ppm CO) in
rodents exposed perinatally to CO showed auditory decrements at postnatal day (PND) 22 (OAE and
AP) and permanent changes in AP into adulthood (50 ppm CO). Furthermore, exogenous CO may
interact with or disrupt the normal physiological roles that endogenous CO plays in the body. There
is evidence that CO plays a role in maintaining pregnancy, controlling vascular tone, regulating
hormone balance, and sustaining normal ovarian follicular maturation.

Overall, there is limited, though positive, epidemiologic evidence for a CO-induced effect on
PTB and birth defects, and weak evidence for a decrease in birth weight, other measures of fetal
growth, and infant mortality. Animal toxicological studies provide support and coherence for these
effects. Both hypoxic and nonhypoxic mechanisms have been proposed in the toxicological literature
(Section 5.1), though a clear understanding of the mechanisms underlying reproductive and
developmental effects is still lacking. Taking into consideration the positive evidence for some birth
and developmental outcomes from epidemiologic studies and the resulting coherence for these
associations in animal toxicological studies, the evidence is suggestive of a causal relationship
between relevant long-term exposures to CO and developmental effects and birth

outcomes.

2.5.4. Respiratory Morbidity

New epidemiologic studies, supported by the body of literature summarized in the 2000 CO
AQCD (U.S. EPA, 2000, 000907), provide evidence of positive associations between short-term
exposure to CO and respiratory-related outcomes including pulmonary function, respiratory
symptoms, medication use, hospital admissions, and ED visits. The majority of the studies evaluated
have not conducted extensive analyses to examine the potential influence of model selection or effect
modifiers on the association between CO and respiratory morbidity. A limited number of studies
have examined the potential confounding effects of copollutants on CO risk estimates, and found
that CO risk estimates were generally robust to the inclusion of O3, SO,, and PM in two-pollutant
models, but were slightly attenuated in models with NO,. However, the limited amount of evidence
from studies that have examined the effect of gaseous pollutants on CO-respiratory morbidity risk
estimates in two-pollutant models, specifically NO,, has contributed to the inability to disentangle
the effects attributed to CO from the larger complex air pollution mix (particularly motor vehicle
emissions), and this limits interpretation of the results observed in the epidemiologic studies
evaluated. A key uncertainty in interpreting the epidemiologic studies evaluated is the biological
mechanism(s) that could explain the effect of CO on respiratory health. Animal toxicological studies,
however, provide some evidence that short-term exposure to CO (50-100 ppm) can cause oxidative
injury and inflammation and alter pulmonary vascular remodeling. Controlled human exposure
studies have not extensively examined the effect of short-term exposure to CO on respiratory
morbidity, with a very limited number of studies reporting inconsistent effects of CO on pulmonary
function. Although these controlled human exposure studies do not provide evidence to support
CO-related respiratory health effects, epidemiologic studies show positive associations for CO-
induced lung-related outcomes and animal toxicological studies demonstrate the potential for an

underlying biological mechanism, which together provide evidence that is suggestive of a causal
relationship between relevant short-term exposures to CO and respiratory morbidity.
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Currently, only a few studies have been conducted that examine the association between long-
term exposure to CO and respiratory morbidity, including allergy. Although some studies did observe
associations between long-term exposure to CO and respiratory health outcomes, key uncertainties
still exist. These uncertainties include: the lack of replication and validation studies to evaluate new
methodologies (i.e., Deletion/Substitution/Addition (DSA) algorithm) that have been used to
examine the association between long-term exposure to CO and respiratory health effects; whether
the respiratory health effects observed in response to long-term exposure to CO can be explained by
the proposed biological mechanisms; and the lack of copollutant analyses to disentangle the
respiratory effects associated with CO due to its high correlation with NO, and other combustion-
related pollutants. Overall, the evidence available is inadequate to conclude that a causal
relationship exists between relevant long-term exposures to CO and respiratory

morbidity.

2.5.5. Mortality

The recently available multicity studies, which consist of larger sample sizes, along with the
single-city studies, evaluated reported associations that are generally consistent with the results of
the studies evaluated in the 2000 CO AQCD (U.S. EPA, 2000, 000907). However, to date the
majority of the literature has not conducted extensive analyses to examine the potential influence of
model selection, effect modifiers, or confounders on the association between CO and mortality.

The multicity studies reported comparable CO mortality risk estimates for total
(nonaccidental) mortality, with the APHEAZ2 European multicity study showing slightly higher
estimates for cardiovascular mortality in single-pollutant models. However, when examining
potential confounding by copollutants, these studies consistently showed that although CO mortality
risk estimates remained positive, they were reduced when NO, was included in the model. But this
observation may not be “confounding” in the usual sense in that NO, may also be an indicator of
other pollutants or pollution sources (e.g., traffic).

Of the studies evaluated, only the APHEAZ2 study focused specifically on the CO-mortality
association and in the process examined: (1) model sensitivity; (2) the CO-mortality C-R
relationship; and (3) potential effect modifiers of CO mortality risk estimates. The sensitivity
analysis indicated an approximate 50-80% difference in CO risk estimates from a reasonable range
of alternative models, which suggests that some model uncertainty likely influences the range of CO
mortality risk estimates obtained in the studies evaluated. The examination of the CO- mortallty
concentration-response relationship found very weak evidence for a CO threshold at 0.5 mg/m?

(0.43 ppm). Finally, when examining a variety of city-specific variables to identify potential effect
modifiers of the CO-mortality relationship, the APHEAZ2 study found that geographic region
explained most of the heterogeneity in CO mortality risk estimates.

The results from the single-city studies are generally consistent with the multicity studies in
that some evidence of a positive association was found for mortality upon short-term exposure to
CO. However, the CO-mortality associations were often but not always attenuated when copollutants
were included in the regression models. In addition, limited evidence was available to identify cause-
specific mortality outcomes (e.g., cardiovascular causes of death) associated with short-term
exposure to CO.

The evidence from the recent multi- and single-city studies suggests that an association
between short-term exposure to CO and mortality exists, but limited evidence is available to evaluate
cause-specific mortality outcomes associated with CO exposure. In addition, the attenuation of CO
risk estimates which was often observed in copollutant models contributes to the uncertainty as to
whether CO is acting alone or as an indicator for other combustion-related pollutants. Overall, the

epidemiologic evidence is suggestive of a causal relationship between relevant short-term

exposures to CO and mortality.

The evaluation of new epidemiologic studies conducted since the 2000 CO AQCD (U.S. EPA,
2000, 000907) that investigated the association between long-term exposure to CO and mortality
consistently found null or negative mortality risk estimates. No such studies were discussed in the
2000 CO AQCD (U.S. EPA, 2000, 000907). The reanalysis of the American Cancer Society (ACS)
data by Jerrett et al. (2003, 087380) found no association between long-term exposure to CO and
mortality. Similar results were obtained in an updated analysis of the ACS data when using earlier
(1980) CO data, but negative associations were found when using more recent (1982-1998) data.
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These results were further confirmed in an extended analysis of the ACS data. The Women’s Health
Initiative (WHI) Study also found no association between CO and CVD events (including mortality)
using the mortality data from recent years (1994-1998), while the series of Veterans Cohort studies
found no association or a negative association between mean annual 95th percentile of hourly CO
values and mortality. An additional study was identified that used a cross-sectional study design,
which reported results for a study of U.S. counties that are generally consistent with the cohort
studies: positive associations between long-term exposure to PM, s and S0, and mortality, and
generally negative associations with CO. Overall, the consistent null and negative associations
observed across epidemiologic studies which included cohort populations encompassing potentially
susceptible populations (i.e., post-menopausal women and hypertensive men) combined with the
lack of evidence for respiratory and cardiovascular morbidity outcomes following long-term
exposure to CO; and the absence of a proposed mechanism to explain the progression to mortality
following long-term exposure to CO provide supportive evidence that there is not likely to be a

causal relationship between relevant long-term exposures to CO and mortality.

2.6. Policy-Relevant Considerations

2.6.1. Susceptible Populations

The examination of populations potentially at greater risk for health effects due to CO
exposure is an important consideration in setting NAAQS to provide an adequate margin of safety
for both the general population and sensitive populations (see Section 5.7 for a more detailed
discussion). During the evaluation of the CO literature, numerous studies were identified that
examined whether underlying factors increased the susceptibility of an individual to CO-related
health effects. These types of studies were those that included stratified analyses, examined
individuals with an underlying health condition, or used animal models of disease.

The most important susceptibility characteristic for increased risk due to CO exposure is CAD,
also known as coronary heart disease (CHD). As discussed in Section 5.7, there were approximately
13.7 million individuals with CHD in the U.S. in 2007. Persons with a normal cardiovascular system
can tolerate substantial concentrations of CO, if they vasodilate or increase cardiac output in
response to the hypoxia produced by CO. In contrast, individuals unable to vasodilate in response to
CO exposure may show evidence of ischemia at low concentrations of COHb. Many of the
controlled human exposure studies have focused on individuals with CAD, and several studies have
found that controlled exposures to CO resulting in COHb concentrations of 2-6% result in significant
decreases in time to onset of exercise-induced angina or ST-segment changes in patients with stable
angina. Epidemiologic studies found limited evidence for increased hospital admissions for ischemic
heart disease (IHD) in individuals with secondary diagnoses of dysrhythmias or congestive heart
failure (CHF). This combined evidence from controlled human exposure and epidemiologic studies
indicates that individuals with underlying cardiovascular disease, particularly CAD, are a large
population that is susceptible to increased health effects in response to exposure to ambient CO.
Additional evidence for increased CO-induced cardiovascular effects is provided by toxicological
studies that observed altered cardiac outcomes in animal models of cardiovascular disease.

Other medical conditions that have been linked to increased susceptibility to CO-induced
health effects include COPD, diabetes, and anemia. Individuals with hypoxia resulting from COPD
may be particularly sensitive to CO during submaximal exercise typical of normal daily activity. The
results available from epidemiologic and controlled human exposure studies provide preliminary
evidence that individuals with obstructive lung disease (e.g., COPD patients with underlying
hypoxia, asthmatics) may be susceptible to cardiovascular or respiratory effects due to CO exposure.
Diabetics are known to have elevated exhaled CO concentrations indicative of increased endogenous
CO production rates. In addition, some recent epidemiologic studies provide preliminary evidence
for increased associations between short-term CO exposure and ED visits and hospital admissions
for cardiovascular disease (CVVD) among diabetics compared to non-diabetics, as well as associations
between short-term CO exposure and changes in HRV parameters among subjects with metabolic
syndrome, but not among healthy subjects. Increased endogenous CO production and the potential
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for higher baseline COHb concentrations in individuals with diabetes, combined with the limited
epidemiologic evidence showing cardiovascular effects, suggests that diabetics are potentially
susceptible to short-term exposure to CO. Individuals with various forms of anemia experience
lowered hematocrit or produce altered forms of hemoglobin, resulting in decreased arterial O,
content; in addition, individuals with hemolytic anemia exhibit increased endogenous CO production
rates and COHb levels. This suggests that individuals with anemia who have diminished O,-carrying
capacity and/or high baseline COHb levels may be more susceptible to health effects due to ambient
CO exposure, although no studies were identified that evaluated specific CO-related health effects in
anemic individuals.

Aging alters physiological parameters that influence the uptake, distribution, and elimination
of CO. The general impact of these changes over an individual’s lifetime increases the time required
for both loading and elimination of CO from the blood. As noted in the 2000 CO AQCD (U.S. EPA,
2000, 000907), changes in metabolism that occur with age, particularly declining maximal oxygen
uptake, may make the aging population susceptible to the effects of CO via impaired oxygen
delivery to the tissues. Some epidemiologic studies reported increases in IHD or myocardial
infarction (MI) HAs among older adults as compared to all-age groups or younger adults in response
to short-term exposure to CO. Older adults represent a large and growing fraction of the U.S.
population and have a higher prevalence of CAD and other cardiovascular conditions than the
general population; combined with the limited evidence available from epidemiologic studies, this
indicates that older adults are a potentially susceptible population for increased health effects due to
CoO.

During gestational exposure, fetal CO pharmacokinetics differ from maternal kinetics, in part
because human fetal Hb has a higher CO affinity than adult Hb. At steady-state conditions, fetal
COHb concentrations are up to 10-15% higher on a relative basis than maternal COHb levels, and
these levels are maintained over a longer period since the half-life for fetal CO Hb is approximately
twice that of maternal COHb (7.5 h versus 4 h). Some epidemiologic studies reported higher
associations between short-term CO exposure and IHD or Ml HAs among older adults as compared
to all-age groups or younger adults. Epidemiologic studies provide some evidence that CO exposure
during pregnancy is associated with changes in birth outcomes, including PTB, cardiac birth defects,
reductions in birth weight, and infant mortality in the postneonatal period. Toxicological studies
report effects in laboratory animals that lend biological plausibility to outcomes observed in
epidemiologic studies, including decrements in birth weight, reduced prenatal growth, and effects on
the heart. Toxicological evidence also exists for additional developmental outcomes which have not
been examined in epidemiologic or human clinical studies, including behavioral abnormalities,
learning and memory deficits, locomotor effects, neurotransmitter changes, and changes in the
auditory system. This evidence suggests that critical developmental phases may be characterized by
enhanced sensitivity to CO exposure.

COHb concentrations are generally higher in males than in females, and the COHb half-life is
longer in healthy men than in women of the same age. However, women experience fluctuating
COHb levels through the menstrual cycle due to variations in the endogenous CO-production rate.
Only a limited number of epidemiologic studies have examined gender differences, and found some
evidence for larger effects in males compared to females when examining the association between
short-term CO exposure and IHD HAs. The limited epidemiologic evidence combined with known
gender-related differences in endogenous CO production do not provide sufficient basis for
determining whether CO disproportionately affects males or females.

Increased altitude induces a number of physiological changes as compensatory mechanisms to
counteract the effects of decreased barometric pressure and the resulting altitude-induced hypobaric
hypoxia (HH). These changes generally increase both CO uptake and elimination, with increased
COHb levels observed in subjects at rest and decreased COHb observed in individuals exposed to
CO during exercise. In addition, baseline COHb levels increase due to increased endogenous CO
production. A controlled human exposure study observed an additive effect of CO exposure and
simulated high altitude on the reduction in time to onset of angina among a group of individuals with
CAD. Acclimatization occurs as the length of stay at high altitude increases, indicating that visitors
to high-altitude locations may have an increased risk of health effects due to CO exposure and
represent a potentially susceptible population.

Physiological changes associated with exercise tend to increase both uptake and elimination of
CO. In a controlled human exposure study, healthy subjects exposed to CO and achieving COHb
levels of ~5% observed a significant decrement in exercise duration and maximal effort capability
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during heavy exercise. Due to the counterbalancing effects of increased COHb formation and
elimination rates, it is unclear whether individuals engaging in light to moderate exercise represent a
population potentially susceptible to ambient CO exposure.

CO concentrations on and adjacent to heavily traveled roadways are several times higher than
concentrations measured at fixed-site monitors not located adjacent to roadways. In addition, studies
of commuters have shown that commuting time is an important determinant of CO exposure for
those traveling by car, bicycle, public transportation, and walking. Census data indicate that 17.9
million occupied homes nationwide (16.1%) are located within approximately 90 m of a freeway,
railroad, or airport, and that 5.5 million U.S. workers (5%) commute 60 min or more to work in
automobiles. This evidence for elevated on-road and near-road CO concentrations combined with
residential and commuting data indicates that the large numbers of individuals who spend a
substantial amount of time on or near heavily traveled roadways are an important population that is
potentially susceptible to increased health risks due to ambient CO exposure.

Endogenous CO production can be altered by medications or other substances, including
nicotinic acid, allyl-containing compounds (acetamids and barbiturates), diphenylhydantoin,
progesterone, contraceptives, and statins. One epidemiologic study observed an association between
short-term CO exposure and an increase in SDNN for CAD patients not taking beta blockers;
however, this association did not persist in CAD patients taking beta blockers. Other compounds
such as carbon disulfide and sulfur-containing chemicals (parathion and phenylthiourea) increase CO
following metabolism by cytochrome p450s. The p450 system may also cause large increases in CO
produced from the metabolic degradation of dihalomethanes such as methylene chloride. Minor
sources of endogenous CO include the auto-oxidation of phenols, photo-oxidation of organic
compounds, and lipid peroxidation of cell membrane lipids. Taken together, this evidence indicates
that individuals ingesting medications and other substances that enhance endogenous or metabolic
CO production represent a population that is potentially susceptible to increased health effects due to
additional exposure to ambient CO.

Overall, the controlled human exposure, epidemiologic, and toxicological studies evaluated in
this assessment provide evidence for increased susceptibility among multiple populations. Medical
conditions that increase endogenous CO production rates may also contribute to increased
susceptibility to health effects from ambient CO exposure. Although the weight of evidence varies
depending on the factor being evaluated, the clearest evidence indicates that individuals with CAD
are most susceptible to an increase in CO-induced health effects.

2.6.2. Concentration- and Dose-Response Relationships

Currently, very limited information is available in the human clinical and epidemiologic
literature regarding the CO concentration- or dose-response (C-R, D-R) relationships and the
potential existence of a CO threshold. Two human clinical studies described in the 1991 (U.S. EPA,
1991, 017643) and 2000 (U.S. EPA, 2000, 000907) CO AQCDs have evaluated the D-R relationship
between percent COHb (a measure of internal dose of CO) and onset of exercise-induced angina
among individuals with CAD. Anderson et al. (1973, 023134) exposed 10 adult men with stable
angina (5 smokers and 5 nonsmokers) for 4 h to CO concentrations of 50 and 100 ppm, which
resulted in average COHb concentrations of 2.9% and 4.5%, respectively. Both exposures
significantly decreased the time to onset of exercise-induced angina relative to room air control
(1.6% COHb). However, there was no difference in response between the two exposure
concentrations of CO. In a much larger study, 63 adults with stable angina were exposed for 1 h to
2 concentrations of CO (average exposure concentrations of 117 and 253 ppm) resulting in average
COHb concentrations in the range of 2.0-2.4% and 3.9-4.7% (Allred et al., 1989, 013018; Allred et
al., 1989, 012697; Allred et al., 1991, 011871). Relative to control (average COHb 0.6-0.7%), COHb
concentrations of 2.0-2.4% and 3.9-4.7% were observed to decrease the time required to induce ST-
segment changes indicative of myocardial ischemia by 5.1% (p = 0.01) and 12.1% (p < 0.001),
respectively. Increasing COHb concentration was similarly shown to decrease the time to onset of
exercise-induced angina. As described in Allred et al. (1989, 013018; 1989, 012697; 1991, 011871),
the observed dose-response relationship was further evaluated by regressing the percent change in
time to ST-segment change or time to angina on actual COHb concentration (0.2% - 5.1%) using the
three exposures (air control and two CO exposures) for each subject. Regression analyses were
conducted separately for each individual and the averages of the intercepts and slopes across subjects
were reported. This analysis demonstrated statistically significant decreases in time to angina and
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ST-segment change of approximately 1.9% and 3.9%, respectively, per 1% increase in COHb
concentration, with no evidence of a measurable threshold. The findings of Allred et al. (1989,
013018; 1989, 012697; 1991, 011871) provide evidence of a significant D-R relationship over a
range of COHb concentrations relevant to the NAAQS. While several other laboratory studies have
evaluated cardiovascular effects of CO exposure among adults with CAD, differences in study
protocols and analytical methods do not allow for an informative pooled or quantitative meta-
analysis of the D-R relationship across studies (Section 5.2.4).

Two studies in the epidemiologic literature attempted to examine the C-R relationship at the
low end of CO concentrations through a threshold analysis. Samoli et al. (2007, 098420) in their
examination of the association between short-term exposure to CO and mortality conducted an
ancillary analysis to examine the potential presence of a CO threshold. In this analysis the authors
compared city-specific models to the threshold model, which consisted of thresholds at 0.5 mg/m?®
(0.43 ppm) increments. Samoli et al. (2007, 098420) then computed the deviance between the two
models and summed the deviances for a given threshold over all cities. While the minimum deviance
suggested a potential threshold of 0.43 ppm (the lowest threshold examined), the comparison with
the linear no-threshold model indicated weak evidence (p-value > 0.9) for a threshold. However,
determining the presence of a threshold at the very low range of CO concentrations (i.e., at
0.43 ppm) in this data set is challenging, because, in 7 of the 19 European cities examlned the
lowest 10% of the CO distribution was at or above 2 mg/m? (1.74 ppm). By onIy using the 12 cities
in the analysis that had minimum CO concentrations approaching 0.5 mg/m? (0.43 ppm), a limited
number of observations were examined around the threshold of interest, which subsequently
contributed to the inability to draw conclusions regarding the potential presence of a threshold with
any certainty. In addition to the time-series analyses investigating the association of CO
concentrations with hospital admissions due to CVD among Medicare enrollees, Bell et al. (2009,
193780) performed subset analyses using datasets that included only days with CO levels below
certain specified values, ranging from 1 to 10 ppm (in 1 ppm increments). When these various CO-
limit values were evaluated, there were positive associations between cardiovascular health effects
and CO concentrations at each level investigated in this study, thus providing no evidence for the
existence of a threshold. The investigators also estimated an exposure-response curve allowing a
nonlinear relationship between CO concentration and risk of CVD hospital admissions, and reported
no evidence of departure from a linear exposure-response curve.

2.7. Integration of CO Health Effects

This section summarizes the main conclusions of this assessment regarding the health effects
of CO and the concentrations at which those effects are observed. It also discusses important
uncertainties that were considered in interpreting the health effects evidence. The clearest evidence
for health effects associated with short-term exposure to CO is provided by studies of cardiovascular
morbidity. The combined health effects evidence supports a likely causal relationship for this
outcome. Controlled human exposure studies provide strong evidence of independent effects of CO
on cardiac function, with effects being observed in patients with CAD following short-term CO
exposures resulting in 2.0-2.4% COHb. Epidemiologic studies of ED visits and hospital admissions
for ischemic heart disease report consistent positive associations with additional preliminary
evidence for an increase in cardiovascular-related mortality provided by a multicity study. This
epidemiologic evidence is coherent with ischemia-related effects observed in controlled human
exposure studies. Recent toxicological evidence suggests that other mechanisms involving altered
cellular signaling may play a role in cardiovascular disease outcomes following CO exposure.

Consistent decreases in time to onset of exercise-induced angina, along with ST-segment
changes indicative of myocardial ischemia, were observed in individuals with CAD following
controlled CO exposures resulting in COHb concentrations of 2-6%, with no evidence of a threshold
at the lowest levels tested. Modeling results described in Chapter 4 indicated that increases of ~1%
COHb are possible with exposures of several ppm CO, depending on exposure duration and exercise
level. Baseline COHb levels are <1% in healthy individuals, with higher endogenous CO production
observed in individuals with certain medical conditions. The volunteers who participated in these
studies were diagnosed with moderate to severe CAD, although they may not be representative of
the most sensitive individuals in the population. Variability in activity patterns and severity of
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disease combined with daily fluctuations in baseline COHb levels may influence the critical level of
increased COHb which leads to adverse cardiovascular effects in a particular individual. In addition,
arterial COHb is transiently higher than venous COHb for several minutes following a rapid increase
in inhaled CO concentration. Transient increases in ambient CO have the potential to elevate COHb
to higher levels in the coronary arteries than in other vascular beds, possibly increasing heart CO
levels and cardiovascular symptoms in diseased individuals. Quantification of the magnitude of
effects at ambient concentrations from the results of controlled human exposure studies is difficult
due to the gap between ambient concentrations and the higher concentrations used in these studies
(i.e., experimental studies have not been conducted at levels within the range of current maximum
ambient concentrations).

Epidemiologic studies consistently show associations between ambient CO concentrations and
cardiovascular endpoints other than stroke, particularly hospitalizations and ED visits for ischemic
heart disease, MI, and angina. These effects are robust to adjustment for copollutants. Since the
heterogeneity of endpoints in these studies does not lend itself to a quantitative meta-analysis, a
forest plot was used to summarize the results. Figure 2-1 presents unadjusted health effect estimates
from U.S. and Canadian studies of short-term CO exposure and CVD hospitalizations, along with
mean and 99th percentile concentrations during the study periods. Table 2-2 summarizes the range of
mean and 99th percentile concentrations observed in the studies presented in Figure 2-1. This
evidence for ischemia-related outcomes is coherent with effects observed in controlled human
exposure studies, although uncertainty regarding the extent of reduced O, delivery to tissues
following exposure to ambient CO concentrations contributes to the uncertainty in quantitative
interpretation of effect estimates.

Study Location Mean**® Avg Time Lag Outcome/ Effect Estimate (95% ClI)
Group
\ Non-Stroke CVD Endpoint
Symons et al. (2006, 091258) Baltimore, MD 0.4 (2.3) 8-h max 0-3 CHF T
Szyszkowicz (2007, 193793)  Montreal, Can 0.5 24-havg 0 IHD \ —_—
0 IHD, 65+ | ——
Wellenius et al. (2005, 087483) Pittsburgh, PA 1.03 (1.6-3.9) 24-havg 0 CHF | -
Bell et al. (2009, 193780) 126 U.S. Counties 1.3 (1.2-22.1)°  1-hmax 0 CVD, 65+ lo
Fung et al. (2005, 074322) Windsor, Can 13 1-h max 0-2 CVD, <65 P
0-2 CVD, 65+ Lo
Metzger et al. (2004, 044222) Atlanta, GA 1.8(5.5-5.9) 1-h max 0-2 IHD Lo
02 CHF L
Tolbert et al. (2007, 090316)  Atlanta, GA 1.6 (5.3-5.4) 1-h max 0-2 CVD :.
Peel etal. (2007, 090442) Atlanta, GA 1.8(5.5-5.9) 1-h max 0-2 IHD re—
0-2 CHF
Koken et al. (2003, 049466)  Denver, CO 0.9 (1.3-2.0) 24-h avg 3 CHF i =
Mann et al. (2002, 036723) California, US 207 (1.3-15.9) 8-hmax 0-3 IHD Ie
0-3 IHD, sCHF | ——
0-3 IHD, sARR o
Linn et al. (2000, 002839) Los Angeles, CA 15(1.1-8.3) 24-havg 0 M |-
0 CHF e
0 CVD -
Villeneuve et al. (2006, 090191) Edmonton, Can 0.8 24-h avg 0-2 IS, 65+ —_— Stroke

0-2 CIS, 65+ —
0-2 HS, 65+ —— m—

Wellenius et al. (2005, 088685) Multicity, US 1.02**(1.2-7.1) 24-havg 0-2 IS, 65+ |-
0-2 HS, 65+ —o
Linn et al. (2000, 002839) Los Angeles, CA 1.5(1.1-8.3) 24-h avg 0 IS .

1
*CO Mean and (99th percentile) concentrations in ppm. ** Median T i T T ]
# Mean concentrations (ppm) are presented as reported in the references. Studies are arranged in approximate order of

increasing mean concentration, with adjustment for different averaging times using a 4:3:2 ratio of 1-h max, 8-h max, 0.9 1.0 1.1 1.2 1.3
and 24-h avg values based on relationships derived from the national AQS CO distribution. )
® 99th percentile concentrations (ppm) were obtained from the AQS database for durations and locations chosen to match Excess Risk

those of the U.S. studies. When multiple monitors were available at the study location, the range of monitor specific 99th
percentile concentrations during the study period is presented. No 99th percentile data are presented for Canadian studies.

° For the Bell et al. (2009, 193780) study, the concentration statistics represent the 1999-2005 average of daily county-specific
values. The central estimate is the median county-average across the U.S. The 99th percentile values represent the
counties with the lowest and highest 99th percentile concentrations. Additional cause-specific effect estimates adjusted for
NO, are presented in Section 5.2.1.

Figure 2-1.  Excess risk estimates from epidemiologic studies of short-term CO exposure and
CVD hospitalizations along with author-reported mean and AQS-derived 99th
percentile CO concentrations. See the footnotes related to concentration data.
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Table 2-2.  Range of mean and 99th percentile concentrations (ppm) in US and Canadian studies of
short-term CO exposure and CVD hospitalizations. See the notes in Figure 2-1 for
sources of concentration data.

Metric 1-h daily max 8-h daily max 24-h avg
Mean 1.3-1.8 0.4-2.07 0.5-1.5
99th percentile 1.2-22.1 1.3-15.9 1183

Additional studies provide evidence for associations between CO exposure and other health
outcomes, including CNS effects, birth outcomes and developmental effects, respiratory effects, and
mortality. Although inconsistent results were reported in controlled human exposure studies on
neural and behavioral effects, toxicological studies in rodents found that perinatal exposure to CO
can have a range of effects on the adult nervous system. This combined evidence is suggestive of a
causal relationship between both short- and long-term CO exposure and CNS effects. Differences in
fetal pharmacokinetics from those of the mother result in fetal COHb levels that are up to 10-15%
higher than maternal COHb levels. Epidemiologic studies provide some evidence that CO exposure
during pregnancy is associated with changes in birth outcomes, including increased risk of PTB,
cardiac birth defects, small reductions in birth weight, and infant mortality in the postneonatal
period. This evidence, in conjunction with developmental effects observed in toxicological studies, is
suggestive of a causal relationship between long-term exposure to CO and birth and developmental
effects.

Evidence regarding the effect of short-term exposure to CO on respiratory morbidity is
suggestive of a causal relationship, based on associations observed in epidemiologic studies and
animal toxicological studies which indicate the potential for an underlying biological mechanism,
while the evidence on long-term exposure and respiratory morbidity is inadequate to infer the
presence of a causal relationship.

An evaluation of epidemiologic studies that examined the effect of short-term exposure to CO
on mortality provides evidence that is suggestive of a causal relationship. Epidemiologic studies that
examined mortality and long-term exposure to CO reported consistent null associations, which,
combined with the lack of respiratory and cardiovascular morbidity or a proposed biological
mechanism for mortality following long-term exposure, indicate that there is not likely to be a causal
relationship between long-term exposure to CO and mortality.

Issues such as exposure error and isolation of the independent effect of CO as a component of
a complex air-pollutant mixture contribute to uncertainty in interpreting the results of epidemiologic
studies. Studies published since the 2000 CO AQCD (U.S. EPA, 2000, 000907) have provided
insight regarding the nature and magnitude of these uncertainties. Exposures in near-road and on-
road microenvironments are likely to be higher than concentrations measured at community-oriented
regulatory monitors, which may result in over- or underestimation of the magnitude of ambient
exposure for some individuals. Individuals who are susceptible to CO-induced health effects, such as
those with CAD, may be at additional risk when experiencing elevated on-road CO concentrations.
However, as discussed in Section 2.3 and in more detail in Section 3.6, spatial variability in absolute
concentration will not introduce error into time-series epidemiologic studies if the concentrations are
correlated in time. A recent study by Sarnat et al. (2009, 180084) found that associations between
CO and cardiovascular ED visits were similar when based on different monitors within an urban
center, regardless of monitor location or distance to population, while an association was not
observed when using a rural monitor outside the urban area. This may have been related to the
similarity of driving patterns and peak rush-hour times in the urban center as compared to the area
around the rural monitor, where the temporal driving patterns were different. Simulations of ambient
and nonambient exposures to a nonreactive pollutant indicated that nonambient exposure has no
effect on the association between ambient exposure and health outcomes for the case where ambient
and nonambient concentrations are independent, although variability is introduced. Nonambient
exposure to CO is not expected to be temporally correlated with ambient CO concentrations, and
therefore nonambient CO will not act as a confounder in epidemiologic associations with ambient
CO. Exposure error is not likely to affect the magnitude of the population-averaged effect estimates
observed in epidemiologic studies, although it would tend to widen the confidence intervals.
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Epidemiologic studies consider the effects of CO as a component of a complex mixture of air
pollutants that varies across space and time, with moderate to high correlations observed between
CO concentrations and those of other combustion-related pollutants. On-road vehicle exhaust
emissions are a nearly ubiquitous source of combustion pollutant mixtures that include CO, NO,,
and PM,;s, and these emissions are the most important contributor to ambient CO in near-road
locations. Correlations between CO and NO; reported in epidemiologic studies of short-term
exposure to CO generally ranged from 0.3 to 0.86, with correlations reported in US studies ranging
from 0.55 to 0.86. Correlations between CO and PM, 5 reported in all studies ranged from 0.17 to
0.74, with correlations in US studies ranging from 0.43 to 0.62. This complicates the quantitative
interpretation of effect estimates in these studies to apportion the relative extent to which CO at
ambient concentrations is independently associated with cardiovascular or other effects, and the
extent to which CO acts as a marker for the effects of another combustion-related pollutant or mix of
pollutants.

As summarized in Tolbert et al. (2007, 090316), when toxicological or controlled human
exposure studies of two correlated pollutants provide evidence that each exerts an independent health
effect, two-pollutant models may be appropriate to adjust the effect estimate for each pollutant for
confounding by the other pollutant. PM, s and NO, have each been linked to cardiovascular health
effects in epidemiologic studies. In two-pollutant models in which one of the pollutants is linked to
the measured outcome and the other is a surrogate for the first pollutant, the copollutant model can
help identify which is the better predictor of the effect, particularly if the etiologically linked
pollutant is measured with more error than the second pollutant. Uncertainty is introduced in the size
of the effect estimate and the portion of the effect size represented by each of the coefficients in the
model by correlation between the two pollutants and by differential exposure measurement error.
Since the spatial variability of CO is a larger contributor to measurement error than for other more
homogenously distributed pollutants such as PM, s, robustness of CO effect estimates indicates that
CO is the better predictor of effects in copollutant models. Although this complicates quantitative
interpretation of the effect estimates reported in epidemiologic studies, the epidemiologic evidence
for cardiovascular morbidity summarized in this assessment indicates that CO associations generally
remain robust in copollutant models (Figure 5-6 and Figure 5-7), which, combined with the
consistency of effects observed across studies, the coherence of epidemiologic health outcomes with
effects observed in controlled human exposure studies, and the emerging evidence on the potential
role for cell signaling effects at low tissue CO concentrations, supports an independent effect of
short-term CO exposure on cardiovascular morbidity. This combined evidence supports a
determination that the relationship between CO and cardiovascular morbidity is likely causal, while
still recognizing that CO is a component of a mixture of combustion-related pollutants.

Evidence from controlled human exposure and epidemiologic studies indicates that individuals
with underlying CVD, specifically CAD, are an important susceptible population at increased risk of
health effects due to ambient CO. Potentially susceptible populations include those with other
underlying diseases, including anemia, obstructive lung disease, or diabetes; older adults and fetuses
during critical phases of development; commuters and those living near heavily traveled roadways;
visitors to high-altitude locations; and individuals ingesting medications and other substances that
enhance endogenous or metabolic CO production. Limited evidence is available from controlled
human exposure studies of CAD patients indicating a statistically significant inverse relationship
between COHb concentration and time to ST segment change or time to exercise-induced angina.
Epidemiologic analyses investigating the exposure-response relationship for mortality and
cardiovascular morbidity did not find evidence for a departure from linearity or a threshold for CO
effects.

The new evidence reviewed in this ISA builds upon the health-effects evidence summarized in
the 2000 CO AQCD (U.S. EPA, 2000, 000907), with many new epidemiologic studies adding to the
body of evidence showing associations between acute cardiovascular effects and CO measured at
ambient monitors. Controlled human exposure studies reviewed both in this ISA and the 2000 CO
AQCD (U.S. EPA, 2000, 000907) show definitive evidence of cardiovascular effects among
individuals with CAD following short-term CO exposure, resulting in COHb concentrations as low
as 2.0-2.4%. Emerging toxicological evidence points to the potential role for CO in modes of action
not directly related to COHb’s role in O, delivery. In evaluating the several epidemiologic studies
available at the time that reported associations between ambient CO and cardiovascular effects, the
2000 CO AQCD (U.S. EPA, 2000, 000907) considered those findings to be inconclusive for multiple
reasons, including: questions regarding the consistency of the results among studies; the ability of
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community fixed-site monitors to represent spatially variable ambient CO concentrations and
personal exposures; the small expected increase in COHb due to ambient CO concentrations; the
lack of biological plausibility for health effects to occur at such COHb levels, even in diseased
individuals; the potentially greater impact of non-ambient exposure on COHb; and the possibility
that ambient CO is serving as a surrogate for a mixture of combustion-related pollutants. Some of
these uncertainties remain and complicate the quantitative interpretation of the epidemiologic
findings, particularly regarding the biological plausibility of health effects occurring at COHb levels
resulting from exposures to ambient CO concentrations measured at AQS monitors. New research
summarized in this assessment reduces several of the other uncertainties noted in the 2000 CO
AQCD (U.S. EPA, 2000, 000907) and demonstrates the lack of influence of nonambient exposure on
effect estimates in epidemiologic studies, the consistency of epidemiologic study results, their
robustness in copollutant models, and the coherence of ischemia-related outcomes with evidence
from controlled human exposure studies. This consistent and coherent evidence from epidemiologic
and human clinical studies, along with biological plausibility provided by the role of CO in limiting
0O, availability, is sufficient to conclude that a causal relationship is likely to exist between relevant
short-term CO exposures and cardiovascular morbidity.
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Chapter 3. Source to Exposure

3.1. Introduction

This chapter reviews concepts and findings in atmospheric sciences and exposure assessment
that provide a foundation for the detailed presentation of evidence of CO-related health effects in
subsequent chapters and for a causality finding regarding climate forcing effects of CO. Section 3.2
provides an overview of the primary and secondary sources of CO as well as the atmospheric
chemistry involved in the production and removal of CO by oxidation processes. Section 3.3
provides a description of climate forcing caused directly and indirectly by CO. Descriptions of CO
measurement methods, monitor siting requirements, and monitor locations are presented in Section
3.4. Ambient CO concentrations and their spatial and temporal variability are characterized in
Section 3.5. The background concentrations of CO useful for risk and policy assessments informing
decisions about the NAAQS, referred to as policy-relevant background (PRB) concentrations, are
also presented in Section 3.5. Factors related to human exposure to ambient CO, and their
implications for epidemiologic studies, are discussed in Section 3.6. Finally, a summary and
conclusions of the chapter are presented in Section 3.7.

3.2. CO Sources, Emissions, and Chemistry

3.21. Direct CO Emissions

CO is formed primarily by incomplete combustion of carbon-containing fuels and
photochemical reactions in the atmosphere. In general, any increase in fuel O, content, burn
temperature, or mixing time in the combustion zone will tend to decrease production of CO relative
to CO,. CO emissions from large fossil-fueled power plants are typically very low since the boilers
at these plants are tuned for highly efficient combustion with the lowest possible fuel consumption.
Additionally, by allowing time for the furnace flue gases to mix with air and be oxidized by OH to
CO; in the hot gas stream before the OH concentrations drop as the flue gases cool, the CO-to-CO,
ratio in these emissions is shifted toward CO,.

Figure 3-1 lists CO emissions totals in tons segregated by individual source sectors in the U.S.
for 2002, which is the most recent publicly available CO emissions data meeting EPA’s data quality
assurance objectives. In the U.S., direct CO emissions data are tracked in the National Emissions
Inventory (U.S. EPA, 2006, 157070), a composite of data from various sources including industries
and state, tribal, and local air agencies, and from the Biogenic Emissions Inventory System (BEILS).
NEI data are collected for all states, the District of Columbia, the U.S. territories of Puerto Rico and
Virgin Islands, and some of the territories of federally recognized American Indian nations. Different
data sources use different data collection methods, most of which are based on empirical estimates
and engineering calculations rather than measurements. Most fuel combustion and industrial sources,
for example, estimate their CO emissions using EPA-approved emission factors, as do on-road and
non-road mobile source emitters where models (MOBILE6, MOVES, NONROAD) are available to
calculate inventories (U.S. EPA, 2006, 157070). The NEI includes fires of anthropogenic and natural
origin. Anthropogenic fires include structural fires, agricultural fires, prescribed burning, and slash
burning; forest wildfires are considered to be of natural origin. Estimates of direct CO emission from

Note: Hyperlinks to the reference citations throughout this document will take you to the NCEA HERO database (Health and
Environmental Research Online) at http://epa.gov/hero. HERO is a database of scientific literature used by U.S. EPA in the process of
developing science assessments such as the Integrated Science Assessments (ISAs) and the Integrated Risk Information System (IRIS).
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soil are calculated by the EPA using the BEIS model. Although these estimates are generated using
well-established approaches, uncertainties are inherent in the emission factors and models used to
represent sources for which emissions have not been directly measured. These uncertainties vary by
source category, season, and region. Discussion of uncertainties is provided in subsequent
paragraphs related to mobile sources, the largest source category.

Nationally, on-road mobile sources in the NEI constituted more than half of total CO
emissions in 2002, or ~60.6 MT of ~116.8 MT total, which includes anthropogenic and biogenic
emissions reported in the NEI and the BEIS (http://www.epa.gov/ttnchiel/emch/biogenic). High
concentrations of CO can often occur in areas of heavy traffic. In metropolitan areas in the U.S., for
example, as much as 75% of all CO emissions came from on-road vehicle exhaust in the 2002 NEI
(U.S. EPA, 2006, 157070). When the emissions from incomplete combustion of fuels powering
non-road mobile sources were included, all mobile sources accounted for ~80% of total CO
emissions in the U.S. in 2002 (Figure 3-1).

CO emissions from internal combustion engines vary substantially with ambient temperature
and operating conditions. Substantial light-duty gasoline vehicle CO emissions occur during the cold
start before the catalyst is warmed up. Most emission tests such as the Federal Test Procedure (FTP)
which includes a cold start portion and is used to certify that vehicles meet EPA emission standards,
are conducted at about 75°F. Lower ambient temperatures result in increased CO emissions because
spark ignition engines are required to run richer air:fuel ratios for longer periods of time, and also
because the time before the catalyst is warmed up increases compared to the time for catalyst warm-
up occurring at 75°F (U.S. EPA, 2006, 199897). Thus, in addition to the vehicle CO emissions
standards EPA implemented starting with the 1968 model year, EPA has also implemented a cold
temperature CO emission standard for light-duty gasoline vehicles and trucks at 20°F that phased in
for 40% of the new fleet in the 1994 model year, 80% for the 1995 model year, and 100% with the
1996 and succeeding model years. The emission standard of 10 g/mile results in a reduction of about
20-30% in CO emissions at 20° F (57 FR 3188-31923 July 17, 1992). Increased vehicle CO
emissions can also occur under conditions such as high rates of acceleration, rapid speed
fluctuations, heavy-vehicle load demands (such as occur while pulling a trailer or going up a steep
hill), and use of air-conditioning. Such driving conditions were not originally fully reflected in the
FTP. EPA has issued a Supplemental Federal Test Procedure (SFTP) to control excess CO emissions
under these conditions. These regulations were phased in for the 1998-2000 model years (61 FR
54852-54906 October 22, 1996). Moreover, the gasoline-powered spark ignition engines that
predominate in light-duty on-road vehicles have higher uncontrolled CO emission rates than other
combustion sources because they typically operate closer to the stoichiometric air-to-fuel ratio, have
relatively short residence times at peak combustion temperatures, and have very rapid cooling of
cylinder exhaust gases. By contrast, the diesel-powered engines that predominate in heavy-duty on-
road vehicles and in off-road and non-road fixed combustion sources have much lower engine-out
CO emissions than do the spark-ignition engines because the diesels typically operate at very high
air-to-fuel ratios, which promote mixing oxygen and fuel, thus improving carbon burn.
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Figure 3-1.  CO emissions (tons) in the U.S. by source sector in 2002 from the NEI and the
BEIS. The “fires” category has been extracted from Tier 3 miscellaneous
categories of the NEI, and biogenic fires are those attributed to forest wildfires.
The “soils” category comprises the BEIS data. The “roadway vehicles” and “non-
road vehicles” categories have been renamed here for clarity.

Figure 3-2 shows present and historical CO emissions from the traditionally inventoried
anthropogenic source categories: (1) fuel combustion, which includes emissions from coal-, gas-,
and oil-fired power plants and industrial, commercial, and institutional sources, as well as residential
heaters (e.g., wood-burning stoves) and boilers; (2) industrial processes, which include chemical
production, petroleum refining, metals production, and industrial processes other than fuel
combustion; (3) on-road vehicles, which include cars, trucks, buses, and motorcycles; and (4) non-
road vehicles and engines, such as farm and construction equipment, boats, ships, snowmobiles,
aircraft, locomotive, and the two-stroke engines found in lawnmowers, chainsaws, and other small
gasoline-powered equipment. Using these NEI data, trends in the national CO emissions can be
computed and compared over time. So, for example, the national-scale estimated anthropogenic CO
emissions decreased 35% between 1990 and 2002. The trend in Figure 3-2 demonstrates that
controls in the on-road vehicle sector have produced nearly all the national-level CO reductions
since 1990. (Data are presented here for 1990 and from 1996-2002 because only 1990 data have
been updated to be comparable to the more recent inventories made since 1996.)
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Figure 3-2.  Trends in anthropogenic CO emissions (MT) in the U.S. by source category for
1990 and 1996-2002.

With the exception of this downward trend resulting from emissions controls, anthropogenic
CO emissions demonstrate less interannual variability than biogenic emissions (Bergamaschi et al.,
2000, 192377). Several recent reports using both ambient concentrations and fuel-based emissions
estimates have explored this annual-to-decadal emissions decrease in anthropogenic CO in finer
detail; they include Harley et al. (2001, 193922; 2005, 088154), Parrish et al. (2002, 052472),
Parrish (2006, 090352), Pollack et al. (2004, 184461), and Mobley et al. (2005, 194008). The
consistent conclusion from those investigations has been that annual average U.S. on-road vehicle
CO emissions have decreased at a rate of ~5% per year since the early 1990s. This can be seen from
Figure 3-2 as well. Additional analyses by Harley et al. (2005, 088154) and Parrish (2006, 090352)
were also consistent with the suggestion in Pollack et al. (2004, 184461) that the EPA MOBILE6
vehicle emissions model (http://www.epa.gov/otag/mé6.htm) now overestimates vehicle CO
emissions by a factor of ~2. Field measurements by Bishop and Stedman (2008, 194670) were in
accord with Parrish’s (2006, 090352) findings that the measured trends of CO and NOx
concentrations from mobile sources in the U.S. indicated that modeled CO emission estimates were
substantially too high. Hudman et al. (2008, 191253) found that the NEI overestimated
anthropogenic CO emissions by 60% for the eastern U.S. during the period July 1-August 15, 2004
using aircraft observations of CO from the International Consortium for Atmospheric Research on
Transport and Transformation (ICARTT) campaign (Fehsenfeld et al., 2006, 190531) and results
from a tropospheric chemistry model (GEOS-Chem)(Figure 3-3).
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Figure 3-3.  Surface air CO concentrations at Chebogue Point during the ICARTT campaign.
Observations (black) are compared to model results using the 1999 NEI
anthropogenic emissions (green) and with these CO emissions reduced by 60%
(blue). Yellow bands are periods of U.S. outflow diagnosed by Millet et al. (2006,
195106). Overestimation near day 200 is due to model misplacement of a large
Alaskan/Canadian biomass burning plume.

Improvements in emissions technologies not correctly represented in MOBILE emissions
models have been suggested as one cause for this discrepancy. For example, Pokharel et al. (2002,
052473; 2003, 053740) demonstrated substantial decrements in the CO fraction of tailpipe exhaust in
several U.S. cities, and Burgard et al. (2006, 193222) documented improvements in emissions from
heavy-duty on-road diesel engines. The Motor Vehicle Emission Simulator (MOVES) model has
been designed to address some of the largest errors in the MOBILE model. It was released in final
form in December 2009 (http://www.epa.gov/otag/models/moves/index.htm).

Estimates of non-anthropogenic CO emissions are made using the BEIS model with data from
the Biogenic Emissions Landcover Database (BELD) and annual meteorological data. National
biogenic emissions, excluding fires, were estimated to contribute 5%, or ~5.8 MT, of total CO
emissions from all sources in 2002. Biogenic wildfires in 2002 added another 12%, or ~14.1 MT, to
the national CO emissions total and were responsible for 76.1% of all CO emissions estimates from
fires. This is shown in Figure 3-1 using the NEI and BEIS data. Geogenic emissions of CO, also
included in this inventory, include volcanic gases released from molten rock in the Earth’s mantle.
Mixing ratios of dissolved CO in this rock vary in a range from 0.01 to 2% as a function of the rock
stratum surrounding the volcano and other geologic conditions. This high variability and infrequent
though often violent release mean geogenic CO measurements are very difficult to make with
precision, though on non-local scales the magnitude of their contribution is small relative to
anthropogenic sources. Photodecomposition of organic matter in oceans, rivers, lakes, and other
surface waters, and from soil surfaces also releases CO (Goldstein and Galbally, 2007, 193247).
However, soils can act as a CO source or a sink depending on soil moisture, UV flux reaching the
soil surface, and soil temperature (Conrad and Seiler, 1985, 029520). Soil uptake of CO is driven by
anaerobic bacteria (Inman et al., 1971, 010972). Emissions of CO from soils appear to occur by
abiotic processes, such as thermodecomposition or photodecomposition of organic matter. In
general, warm and moist conditions found in most soils favor CO uptake, whereas hot and dry
conditions found in deserts and some savannas favor the release of CO (King, 1999, 002828).

Biomass burning consists of wildfires and the intentional burning of vegetation to clear new
land for agriculture and population resettlement; to control the growth of unwanted plants on pasture
land; to manage forest resources with prescribed burning; to dispose of agricultural and domestic
waste; and as fuel for cooking, heating, and water sterilization. Globally, most wildfires may be
ignited directly as the result of human activities, leaving only 10-30% initiated by lightning

January 2010 3-5


http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=191253
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=195106
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=52473
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=53740
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=193222
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=193247
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=29520
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=10972
http://cfpub.epa.gov/ncea/hero/index.cfm?action=search.view=2828

(Andreae, 1991, 078147). However, because fire management practices suppress natural wildfires,
the buildup of fire fuels increases the susceptibility of forests to more severe but less frequent fires in
the future. Thus there is considerable uncertainty in attributing the fraction of wildfire emissions to
human activities because the emissions from naturally occurring fires that would have been present
in the absence of fire suppression practices are not known.

Biomass burning also exhibits strong seasonality and interannual variability (van der Werf et
al., 2006, 157084), with most biomass burned during the local dry season. This is true for both
prescribed burns and wildfire. The unusually warm and dry weather in central Alaska and western
Yukon in the summer of 2004, for example, contributed to the burning of 11 million acres there.
These fires, the largest on record for this region, produced CO emissions easily tracked by the
Measurement of Pollution in the Troposphere (MOPITT) instrument on NASA’s Terra satellite
(Figure 3-4). The high CO concentration measured by MOPITT coincided with the surface location
of fires tracked using aerosol plumes identified by the Moderate Resolution Imaging
Spectroradiometer (MODIS) also on Terra. Subsequent modeling by Pfister et al. (2005, 093009)
showed that the CO contribution from these fires in July 2004 was 33.1 (£ 5.5) MT that summer, or
in the range of the total U.S. anthropogenic CO emissions during the same time. The smoldering
phase of combustion yields higher CO emissions than the flaming phase. Using controlled
combustion chamber experiments, Lobert et al. (1991, 029473) found that with a wide variety of
vegetation types, on average, 84% of the CO from biomass fires was produced during the smoldering
phase and 16% during the flaming phase of combustion.

CO emissions data for EPA’s 10 administrative Regions in the U.S., depicted in Figure 3-5,
show a more nuanced view of the national concentrations and trends described above. Net
anthropogenic CO emissions were estimated to have declined in all EPA Regions between 1990 and
2002, with the largest decrease (10.8 MT) occurring in Region 9 and the smallest (1.3 MT) in
Region 10.

At state and local levels, CO emissions from on-road mobile sources or from fires can
dominate in different locations across the U.S. Figure 3-6 illustrates this variability with CO state-
level emissions totals and selected county totals in 2002 for Colorado (Annex A includes analogous
data for Alaska, Utah, Massachusetts, Georgia, California, and Alabama). In Colorado, emissions
from fires and on-road vehicles were nearly equal: ~0.9 MT from fires and ~1.1 MT from on-road
vehicles. Emissions sources varied strongly across counties, however, with urban Denver County
dominated by on-road vehicle emissions at 71% and rural Garfield County dominated by fire
emissions at 67%.
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Figure 3-6.

Source:: U.S. EPA (2006, 157070)

CO emissions density map and distributions for the state of Colorado and for

selected counties in Colorado in 2002, from the NEI and the BEIS. The “fires”
category has been extracted from Tier 3 miscellaneous categories of the NEI, and
biogenic fires are those attributed to wildfires. The “soils” category comprises
the BEIS data. The “roadway vehicles” and “non-road vehicles” categories have

been renamed here for clarity.
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3.2.2. Secondary CO Emissions and Associated Chemistry

Oxidation of anthropogenic and biogenic VOCs constitute important secondary sources of CO.
For example, Hudman et al. (2008, 191253) determined that oxidation of isoprene and other biogenic
VOCs contributed 9.1 MT of atmospheric CO (with isoprenes contributing 7.1 MT), and oxidation
of anthropogenic VOCs contributed another 2.0 MT of CO emissions during the period July 1-
August 15, 2004, for the eastern U.S. In contrast, direct anthropogenic CO emissions were estimated
to be 5.1 MT for this time period and location. Hence, secondary biogenic formation was found to be
a more important source of CO emissions than direct anthropogenic activities for the study period.
Hudman et al. (2008, 191253) noted that biogenic CO emissions were highest in the southeastern
U.S., where isoprene emissions are also greatest. These estimates were obtained using aircraft
measurements from the ICARTT campaign (Fehsenfeld et al., 2006, 190531) and estimates from the
GEOS-Chem model (Bey et al., 2001, 051218), configured as described by Hudman et al.(2007,
089474).

Secondary CO production occurs by photooxidation of methane (CH,4) and other VOC:s,
including nonmethane hydrocarbons (NMHCs) in the atmosphere and organic molecules in surface
waters and soils. CH, oxidation is summarized in this reaction sequence:

CH,+ OH — CH; + H,0

CH; + O; (+ M) > CH;0; (+ M)
CH;0,+ NO — CH;0 + NO,
CH;0, + HO;, — CH;00H + O,
CH;0 + O, — CH,0 + HO,
CH,O + hv— H,+ CO

or CH,O+hv— HCO+H

or CH,O+ OH — HCO + H,O
HCO+ O, - CO + HO;

Reaction 3-1

where M is a reaction mediator that is neither created nor destroyed and stabilizes the reaction
product.

Photolysis of formaldehyde (CH,O) proceeds by two pathways. The first produces molecular
hydrogen (H,) and CO with a reaction yield of 55% in conditions of clear skies and low zenith
angles; the second yields a hydrogen radical (H) and the formyl radical (HCO). HCO then reacts
with O, to form hydroperoxy radical (HO,; OH and HO, together are termed HOx) and CO.
Reaction of methyl peroxy radical (CH30,) with HO, radicals to form methyl hydroperoxide
(CH;0O0RH) is also operative, especially in low oxides of nitrogen (NO+NO,=NOx) conditions.
Heterogeneous removal of the partially water-soluble intermediate products, such as CH;OOH and
CH,0, will decrease CO yields from CH,oxidation.

While oxidation of CH,0 nearly always produces CO and some small quantities of formic acid
(CH,0,) in the reaction of CH,O with HO, (not shown here), oxidation of acetaldehyde (CH;CHO)
does not always yield two CO molecules. Reaction of CH;CHO with OH can yield acetyl radicals
(CH;3CO) which then will participate with O, in a termolecular recombination reaction to form
peroxyacyl radicals, which then can react with nitric oxide (NO) to form CH; and COy; or the
peroxyacyl radicals can react with NO, to form peroxyacetyl nitrate (PAN), CH;CO3;NOs. In this
way, one carbon atom is oxidized directly to CO, without passing through CO. The yield of CO from
these pathways depends on the OH concentration and the photolysis rate of CH;CHO, as well as on
the abundance of NO, since peroxyacyl radicals also will react with other odd hydrogen radicals like
HO:..

Estimating the CO yield from oxidation of hydrocarbons (HCs) larger than CH,4 requires
computing the yields of CH,O, CH;CHO, CH;CO, and analogous radicals from oxidation of the
parent molecules. Moreover, the extent of heterogeneous removal of soluble intermediate products
also affects oxidation of more complex HCs. However, the detailed gas-phase kinetics for many HCs
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with more than a few carbons is still unknown. This is especially the case for several important
classes of VOCs, including the aromatics, biogenic HCs including isoprene, and their intermediate
oxidation products like epoxides, nitrates, and carbonyls. Mass-balance analyses performed on
irradiated smog chamber mixtures of aromatic HCs indicate that only about one-half of the carbon is
in the form of compounds that can be identified. In addition, reactions like the oxidation of terpenes
that produce condensable products are also significant because these reactions produce secondary
organic aerosols, thereby reducing the potential yield of CO. The CO yield from oxidation of CHy,,
for example, is ~0.9 on a per carbon basis (Kanakidou and Crutzen, 1999, 011760). Yields from
other compounds range from <0.1 for anthropogenic alkanes (Altshuller, 1991, 192375) to ~0.9 for
ethane; yields from other compounds are given in Table 3-1 taken from Kanakidou and Crutzen
(1999, 011760).

Table 3-1.  Literature values for CO yields from hydrocarbons in per carbon units, except as noted.
Specific hydrocarbons are noted in parentheses.

Reference CO Yields

Zimmerman et al. (1978, 010758) 0.3 (hydrocarbons)

Brewer et al. (1984, 194402) 0.22-0.27 (isoprene)

Hanst et al. (1980, 011988) According to chamber experiments, CO and CO; yield:
~0.85 (ethylene)
~0.90 (ethane)
~0.80 (propane)

~0.58 (n-butane)

(
(
(
(

~0.73 (isoprene)

~0.30 (alpha-pinene)
Crutzen (1987, 002848) 0.9 of CH,
Kanakidou et al. (1991, 029701) 0.39 (C,Hg and C3Hg)
Jacob and Wofsy (1990, 029668) @ low NOx: 0.2 (isoprene)
@ high NO: 0.6 (isoprene)
Crutzen et al. (1985, 194403) =0.8 (isoprene + OH)
Kirchhoff and Marinho (1990, 194406) Isoprene oxidation may form 10 ppbv CO/d over the Amazon (3 km deep boundary layer)
Altshuller (1991, 192375) Conversion factors of 19 (C,-Ce) anthropogenic alkenes vary between 0.010 and 0.075
Manning et al. (1997, 194401) CH,in the SH: 0.7
Kanakidou and Crutzen (1999, 011760) Annual tropospheric mean conversion factors:
CHs 0.9
Isoprene: 0.4

Other nonmethane hydrocarbons: 0.7

Source: Adapted with Permission of Elsevier Ltd. from Kanakidou and Crutzen (1999, 011760)

The major pathway for removal of CO from the atmosphere is reaction with OH to produce
CO;and H radlcals that rapidly combine with O, to form HO, radicals, with a rate constant at 1 atm
in air of ~2.4x10™"* cm*/molecule/s (Finlayson-Pitts and Pitts, 2000, 055565) The mean tropospheric

photochemical lifetime (1) of CO in the northern hemisphere is ~57 days (Khalil and Rasmussen,
1990, 012352; Thompson and Cicerone, 1986, 019374). Owing to variation in atmospheric water
vapor, OH concentration, and insolation, shorter T are found nearer the tropics and longer ones at
higher latitudes. During winter at high latitudes, CO has nearly no photochemical reactivity on urban
and regional scales. Because the CO 7 is shorter than the ~1 yr characteristic time scale for mixing
between the hemispheres and because northern hemisphere CO emissions are higher due to
anthropogenic activity (Khalil and Rasmussen, 1990, 012443), a large gradient in concentrations
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exists between the hemispheres (Edwards et al., 2004, 199889). In addition, the CO t at high
latitudes is long enough to result in much smaller gradients between 30° latitude and the pole of
either hemisphere. The typlcal remdence time of CO in urban areas when assuming a diel-average
OH concentration of 3x10%cm?® in urban areas is ~16 days, so CO will not typically be destroyed in
urban areas where it is emitted and will likely be mixed on continental and larger scales. OH
concentrations are orders of magnitude lower in indoor environments, and so CO will generally not
be affected by indoor air reactions.

3.3. CO Climate Forcing Effects

Recent data do not alter the current well-established understanding of the role of urban and
regional CO in continental and global-scale chemistry outlined in the 2000 CO AQCD (U.S. EPA,
2000, 000907) and subsequently confirmed in the recent global assessments of climate change by the
Intergovernmental Panel on Climate Change (IPCC) (2001, 156587; 2007, 092765). CO is a weak
direct contributor to greenhouse warming because its fundamental absorption band near 4.63 um is
far from the spectral maximum of Earth’s longwave radiation at ~10 pm. Sinha and Toumi (1996,
193747) estimated the direct RF of CO computed for all-sky conditions at the tropopause, Wthh is
the IPCC’s preferred form for the calculation (Forster et al., 2007, 092936), to be 0.024 W/m” based
on an assumed change in CO mean global concentration from 25 to 100 ppb since preindustrial
times. The direct RF value similarly projected by Sinha and Toumi (1996, 193747) if the mean
global background concentration were to increase from 25 to 290 ppb was 0.057 W/m”>.

However, because reaction with CO is the major sink for OH on a global scale, increased
concentrations of CO can lead to increased concentrations of other trace gases whose loss processes
also involve OH chemistry. Some of those trace gases, CH4 and O; for example, absorb infrared
radiation from the Earth’s surface and contribute to the greenhouse effect directly. Others, including
hydrochlorofluorocarbons (HCFCs), methyl chloride, and methyl bromide, can deplete stratospheric
O;, increasing the surface-incident UV flux.

This indirect effect of CO on stratospheric O; concentrations is opposite in sign to the effect of
CO on Oj; in the troposphere where CO reacts in a manner similar to other VOCs in the presence of
NOx and UV to create Oj3; see the detailed description of O3 formation from VOCs and NOx in the
2006 O3 ISA (U.S. EPA, 2006, 088089). Because CO’s chemical lifetime is longer than those of the
VOCs most important for O; formation on urban and regional scales and because CO oxidation has
one-to-one stoichiometry (whereby one molecule of CO converts only one molecule of NO to NO,),
CO has a significantly lower O; forming potential than other VOCs in the troposphere. Carter (1998,
192380) computed a maximum incremental reactivity for CO of 0.06 g Os for 1 g CO, as compared
to reactivities of total on-road vehicle exhaust emissions typically in the range of 3 to 4 g O3 per
g VOC. However, because the total mass of CO emissions is substantially greater than those of the
other VOCs with higher carbon numbers and faster reactivities, CO can contribute significantly to O;
formation even though its photochemical processing is slow. Using data from instrumented models,
including that of Jeffries (1995, 003055), the NRC (1999, 010614) estimated, for example, that CO
can contribute 15-25% of the total O; forming potential of gasoline exhaust emissions, although this
estimate shows strong regionality. The contribution of CO to urban and regional O3 concentration is
often <10% owing to its very slow reactivity on these scales and to locally variable radical
concentration ratios.

Emissions of CO and the other Oj precursors, nonmethane VOCs (NMVOCs) and NOy, affect
the oxidizing capacity of the atmosphere largely by perturbing HOx concentrations. From a climate
perspective, this HOx perturbation chiefly affects the CH,4 t and production of O; in the troposphere.
Changes in the concentration of O3 and hence in its RF occur mainly in the time of a few months.
However, Prather (1996, 193195) showed that changes in CH4 concentration and its RF extend to the
“primary mode” timescale of troposphere chemistry of about 14 yr (Derwent et al., 2001, 047912;
Wild et al., 2001, 193196). The primary mode timescale of CHy is in part determined by the positive
feedbacks in the CH4,-OH-CO system in which even low concentration additions of CH,4 produce
additional CO through oxidation by OH. That additional CO then further decreases atmospheric OH
concentrations when OH oxidizes it to CO,. The resulting decreased OH concentration then further
increases the CH,4 1 (Daniel and Solomon, 1998, 193235; Isaksen and Hov, 1987, 019490).
Atmospheric CH,4 concentrations since 1750 have increased by more than a factor of 2, giving an RF
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of ~0.6 W/m? (Forster et al., 2007, 092936). Roughly 25% of the global mean tropospheric CO is
produced by CH,4 oxidation (Wuebbles and Hayhoe, 2002, 044159). Using a 2-D global model on a
coarse grid, Wang and Prinn (1999, 011758) showed that increasing CO and CH,4 concentrations
leading to decreased OH concentrations can extend the CO t as well as the CH4 1. Wang and Prinn
(1999, 011758) varied the CO emissions and other model inputs and parameters in a matrix of
simulations that showed, with increased or even constant 20th century CO concentrations, the CO 1t
was increased by more than 50% in 100 yr. However, Wang and Prinn (1999, 011758) stated that
their simulation omitted NMHCs and therefore likely underestimated CO concentrations while
under- or overestimating hydroxyl radical concentrations. Likewise, low spatial resolution of the
model likely incurred additional error in the solution.

CH, is long-lived and, in general, well mixed in the atmosphere. However, the reaction of CHy4
and OH, and hence the CH4 T, is governed by the behavior and location of emissions of the short-
lived gases, including CO, VOCs, and NOx. This produces high regional variability and uncertainty
in the concentrations and RFs from CO and its related climate forcing gases (Berntsen et al., 2006,
193244; Fuglestvedt et al., 1999, 047431). NOx, for example, can produce effects on the combined
indirect RF opposite in direction to those of CH,4 since under most global background conditions an
increase in NOy increases the global average OH concentration and decreases CH, t and RF
(Berntsen et al., 2005, 193241; Wild et al., 2001, 193196). Wild et al. (2001, 193196) also showed
that emissions changes in CO have effects opposite in sign to those of NOyx because increases in CO
act to depress OH concentrations and that the combined effect of CO and NOx emissions yields a
positive RF. The results of this study underscore the need to consider the combined effects of
pollutants emitted from similar sources.

Using the 3-D global chemistry model MOZART-2 (Horowitz et al., 2003, 057770), Naik
et al. (2005, 193194) simulated changes in global tropospheric O; concentrations and RF resulting
from differing reductions in emissions of NOx alone or a combination of NOx, CO, and NMHCs in
nine regions of the Earth. For the reductions in Europe, North America, and Southeast Asia, reducing
CO and NMHC:s in addition to reducing NOx lowered the spatial inhomogeneity of the O3
concentration and RF because CO has a longer lifetime than NOx.

Wild et al. (2001, 193196) used the University of California-Irvine chemical transport model
(CTM) (Wild and Prather, 2000, 052402) driven by the NASA GISS II general circulation model
(Rind and Lerner, 1996, 193750) to compute changes in O; concentrations and RF from regional
emissions of NOx and CO. Changes in O; and CH,4 result from increases in global surface NO
emissions alone and run for 10-yr periods produced negative net RFs, ranging from -0.2 W/m™ in
East Asia to -0.5 W/m? in the Tropics owing to the long-term 1nterdependen01es in the CO-CH4-NOx
system described above. When global CO emissions were increased by an 11 MT pulse for 1 yr
together with the same 1-yr pulsed NOx surface emissions and run again for a 10-yr period, the
global net RF rose to 1.7 W/m” with an estimated 20% uncertainty based on the spatial variability
and short-term reactivity of O; (Wild et al., 2001, 193196).

Determining whether several species’ t and RF will increase or decrease in response to pulsed
or step-wise emissions of the short-lived O; precursor species (NMVOC, CO, and NOx) is
complicated by its global location with respect to the O3 production response surface. See the
description of the O; production response surface and its dependence on NOx and radical
concentrations in the 2008 NOx ISA (U.S. EPA, 2008, 157073) for additional details. Fiore et al.
(2002, 051221; 2008, 193749) found that O; is closely coupled with CH,4 and that their relationship
is influenced by regional variation in NOx concentrations. Using the weighted average results from
12 3-D global chemistry models exercised for the IPCC Third Assessment Report (2001, 156587),
Wigley et al. (2002, 047883) confirmed that increases in CO and VOC emissions increased the Os
RF both directly and indirectly through the CH, effects described above. Furthermore, Wigley et al.
(2002, 047883) demonstrated that NOx emissions produced a mix of direct and indirect increases in
RF, mostly dominated by the direct effects for all modeled scenarios. Wigley et al. (2002, 047883)
concluded that tropospheric Oz RF influences were larger than CH, influences and that the short-
lived reactive gases produced 60-80% of that forcing, with the remainder coming from CH,. Given
these chemical interdependencies, calculations of an indirect RF for any of these short-lived O3
precursor species are most often made for all of the most important ones together.

Figure 3-7 illustrates model estimates of the combined RF of increased short-lived O;
precursor species relative to long-lived GHGs, acerosols, and other changes (Forster et al., 2007,
092936). The combined effect of increased CH4, CO, NMVOC and NOx emissions for the perlod
1750-2005 has produced tropospheric O; concentrations associated with a net RF of ~0.4 W/m? with
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+50% uncertainty based on Shindell et al. (2005, 080129). Indlrect effects of CO through the GHGs
0;, CH,, and CO, were estimated to contribute RF ~0.2 W/m?, which is more than a factor of 2
larger than the indirect effect of the shorter-lived NMVOCs on the same three GHGs (Forster et al.,
2007, 092936). Of the indirect effects on these three GHGs from CO emissions, the Oj-related
component was the largest, accounting for approximately one-half of the forcing (Forster et al.,
2007, 092936). In comparison, CO, contributed a direct forcing of 1.6 £ 0.2 W/m~ over this time
period.

Integrated RF estimates over longer time horizons may indicate the future climate effects of
present-day emissions. Modeled integrated 20-yr and 100-yr time horizon RFs are presented by
Forster et al. (2007, 092936) in Figure 3-8 for year 2000 emlss10ns of short-lived and long-lived
GHGs. The integrated RF for CO was estimated to be ~0.2 W/m>-yr with ~50% uncertainty. It can be
seen that the integrated RF of CO, is much smaller for the 20-yr horizon because the lifetime of CO,
perturbations is roughly 150 yr. As a result, the RF related to short-lived CO is ~25% of that for CO,
for the 20-yr horlzon (~0.7 W/m*-yr) but only ~7% of that for longer-lived CO, over a 100-yr time
horizon (~2.4 W/m?-yr). This indirect forcing is just slightly lower than the RF of year 2000 black
carbon emissions from fossil fuel and biomass burning on the same horizons according to this
assessment.

It is also possible to compute individual contributions to the integral RF from CO based on
separate emissions sectors. Unger et al. (2009, 193238) used the NASA GISS model for Physical
Understanding of Composition-Climate Interactions and Impacts (G-PUCCINI) (Shindell et al.,
2006, 193751). Unger et al. (2009, 193238) divided the 1995 global anthropogenic CO emissions
total of 933.3 MT/yr into sectors for on-road transport (ORT) and power generation (PG), and then
separated contributions from each of these sectors for the U.S. and other large geographic regions of
the Earth. ORT CO emissions in the U.S. were 84.1 MT/yr; PG CO emissions were 0.55 MT/yr out
of the total U.S. anthropogenic CO emissions of 112.5 MT/yr. Unger et al. (2009, 193238) concluded
from analysis of 7-yr runs that the CO indirect CH, effects (that is, the CO effects through CHy
changes as descrlbed above) in the 1995 emissions run were -0. 004 W/m? for the global ORT and
-0.022 W/m? for the global PG. In the U.S., the indirect CH4 RF was positive at +0.009 W/m?
because the positive effects on CHy T from ‘the CO emissions dominated over the negative effects
from NOx through OH. This RF fraction from indirect CH, is approximately the same as the direct
O; RF from ORT in the U.S., 0.010 W/m®. Because the PG sector emits NOx but less CO relative to
the ORT, the indirect CH,4 RF from the U S. PG was not dominated by the positive CO effects and
remained a net negative at -0.006 W/m? (Unger et al., 2009, 193238). The authors acknowledged
some uncertainty in this relationship related to the influence of NOx emissions on CO
transformation, but no quantification of uncertainty in these modeled estimates was provided.

These gross emissions sectors can also be subdivided to demonstrate more clearly the
localized chemical interdependencies of the CO-CH4-NOx system. Fuglestvedt et al. (2008, 193242)
used the Oslo CTM2 model to simulate effects from all emissions and changes in all transportation
subsectors from 1850-2000. Fuglestvedt et al. (2008, 193242) found that global transport has been
responsible for ~15% of the total anthropogenic CO, RF and ~15% of the total anthropogemc O; RF.
Of the total O; RF, the largest contributor was the shipping sector at 0.03 W/m?, because its high
NOx-to-CO and NOX to-VOC ratios produced OH increases and hence CH, decreases in regions of
naturally low NOx. For the shipping segment of the transport sector, the high NOx emissions there
reduced the CH,4 7 but increased Os. The global mean effect from these two was small and still
smaller than the direct negative effect from SO,> aerosols. In the on-road segment of global
transportation, emissions of CO and VOCs together with NOx produce an O3 RF larger than the
negative RF from CH,.
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Figure 3-7.  Components of RF in 2005 resulting from emissions since 1750. (S) and (T)
indicate stratospheric and tropospheric changes, respectively.
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Figure 3-8.  Integrated RF of year 2000 emissions over 20-yr and 100-yr time horizons. The
values provided refer to global annual emissions, but effects are expected to vary
regionally for short-lived gases.

Caution is warranted in interpreting RF estimates. RF values are global model calculations
using the assumptlon that global climate sensitivities are equal for all forcing mechanisms, whether
CO,, S0, and other aerosols, or the short-lived gases like CO (Berntsen et al., 2005, 193241;
Berntsen et al., 20006, 193244) That assumption is under challenge now by GCM results using
regionalized RF values separately for different forcing mechanisms and with CO,, O, and solar
input changes (Joshi et al., 2003, 193752). Joshi et al. (2003, 193752) found that global climate
system sensitivities from non-CO, RF varied by £30% compared to CO, RF. Other GCM
experiments by Lelieveld et al. (2002, 190361), Rotstayn and Penner (2001, 193754), Menon et al.
(2002, 155978), and Kristjansson (2002, 045282) have indicated that regionally changing RF can
induce changes in large-scale circulation patterns that control the regionalized cycles of flooding and
drought through disruptions in regional temperature and hydrologic cycles. However, such
regionalized patterns resulting from GCM experiments are so uncertain and so widely variable
across models that even the sign of these regionalized changes can vary with model type and any of
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the models’ unconstrained assumptions (Berntsen et al., 2006, 193244). Even with such uncertainty
and variability, though, the consensus of the climate community is that the climate effects of changes
to emissions of the long- and especially the short-lived pollutants, including CO, very likely depend
on location.

Global warming potential (GWP) is a widely used relative measure of the potential effect of
different emissions on climate, usually defined as the time-integrated RF from an instantaneous
pulsed release of 1 kg of a trace gas relative to the effects from a pulsed release of 1 kg of CO,.
Because the greenhouse warming effects from CO are nearly completely indirect and because CO
concentrations are spatially heterogeneous, neither the IPCC nor EPA computes direct GWPs for
CO, just as they do not for tropospheric O;, NO, NO,, or VOCs (U.S. EPA, 2008, 184463). IPCC
does estimate indirect GWP for CO using the integrated indirect RF (Forster et al., 2007, 092936).
However, the indirect GWP values evaluated and summarized by IPCC are global and cannot reflect
effects of localized emissions or emissions changes, making the values for the short-lived species
NMVOC, CO, and NOx more uncertain than the values for the long-lived, well-mixed species as a
result of the OH chemistry described above. Moreover, urban- and regional-scale oxidation of CO to
CO, under current atmospheric conditions proceeds very slowly, and IPCC considers production of
CO, through this pathway to be double counting of CO effects (Forster et al., 2007, 092936).
Variation in the CO GWP range of estimates can be attributed to the unusually large heterogeneity in
model type and form, pulsed or stepped emissions increase, time-horizon unit, and integral or
differential indirect effects in several combinations (with or without NOx emissions changes,
including or excluding CO, effects).

Even with such variability in methods and tools, the CO GWPs have been largely in agreement
for approximately 10 yr. The IPCC estimated the indirect GWP of CO to be 1.9 (Forster et al., 2007,
092936). Daniel and Solomon (1998, 193235) used a global box model for changes through CH,4 and
O; effects from pulsed CO emissions and estimated a CO GWP exclusive of the effect through CO,
to be between 1 and 4.4. Using the STOCHEM CTM, Derwent et al. (2001, 047912) estimated a
pulsed emissions CO GWP, again exclusive of effects through CO,, to be 1.5. Johnson and Derwent
(1996, 193192) had previously computed and integrated GWP of 2.1 for the CH4 and O; effect from
a step-wise emissions change using a 2-D and a 100-yr time horizon. Derwent et al. (2001, 047912)
and Collins et al. (2002, 044156) subsequently differentiated that integral for each effect and
reported GWP for step-wise CO emissions changes on a 100-yr time horizon of 1.0, 0.6, and 1.6
through the effects on CH,4, O3, and CO,, respectively. Berntsen et al. (2005, 193241) used the model
LMDz v3.3 (Hauglustaine et al., 2004, 193191) to compute 100-yr GWP values for pulsed CO
emissions through all indirect effects to be 1.9 as resolved for Europe and 2.4 for Asia,
demonstrating the strong regionality in the indirect effects from these short-lived precursors. Most
recently, Shindell et al. (2009, 201599) compared GWPs separately for CO, CH,4, and NOx with and
without interactions with aerosols. When including direct and indirect radiative effects related to
interaction of CO with aerosols, the GWP for CO was estimated to rise from a range of 1-3 to a
range of 3-8.

3.4. Ambient Measurements

3.41. Ambient Measurement Instruments

For enforcement of the air quality standards set forth under the Clean Air Act, EPA has
established provisions in the Code of Federal Regulations (CFR) under which analytical methods can
be designated as federal reference methods or federal equivalent methods (FRM or FEM,
respectively). Measurements for determinations of NAAQS compliance must be made with FRMs or
FEMs. As of August 2009, 20 automated FRMs and no FEMs had been approved for CO
(http://www.epa.gov/ttn/amtic/criteria.html).

All EPA FRMs for CO operate on the principle of nondispersive infrared (NDIR) detection
and can include the gas filter correlation (GFC) methodology. NDIR is an automated and continuous
method based on the specific absorption of infrared radiation by the CO molecule. Most
commercially available analyzers incorporate a gas filter to minimize interferences from other gases
and operate near atmospheric pressure. NDIR is based on the physics of CO’s characteristic infrared
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absorption near 4.63 um. NDIR methods have several practical advantages over other techniques for
CO detection in that they are not sensitive to flow rate changes, require no wet chemicals, are
reasonably independent of ambient air temperature changes, are sensitive over wide concentration
ranges, and have fast response times. An extensive and comprehensive review of NDIR, GFC, and
alternative, non-FRM techniques for CO detection, including tunable diode laser spectroscopy, gas
chromatography, mercury liberation, and resonance fluorescence, was made for the 2000 CO AQCD
(U.S. EPA, 2000, 000907), and the reader is directed there for additional information. The
description here is limited to a brief outline of the FRM NDIR and GFC techniques.

GFC spectroscopy analyzers are used most frequently now in documenting compliance with
ambient air standards. A GFC monitor has all of the advantages of an NDIR instrument and the
additional advantages of smaller size, no interference from CO,, and very small interference from
water vapor. During operation, air flows continuously through a sample cell. Radiation from the
infrared source is directed by optical transfer elements through two main optical subsystems: (1) the
rotating gas filter; and (2) the optical multipass (sample) cell. The beam exits the sample cell through
an interference filter, which limits the spectral passband to a few of the strongest CO absorption
lines. Detection of the transmitted radiation occurs at the infrared detector. The gas correlation cell is
constructed with two compartments, one filled with 0.5 atm CO, and a second with pure nitrogen gas
(N,). Radiation transmitted through the CO is completely attenuated at the wavelengths where CO
absorbs strongly. The radiation transmitted through the N, is reduced by coating the exit window of
the cell with a neutral attenuator so that the amounts of radiation transmitted by the two cells are
made approximately equal in the passband that reaches the detector. In operation, radiation passes
alternately through the two cells as they are rotated to establish a signal modulation frequency. If CO
is present in the sample, the radiation transmitted through the CO is not appreciably changed,
whereas that through the N, cell is changed. This imbalance is linearly related to CO concentrations
in ambient air.

Specifications for CO monitoring are designed to help states demonstrate whether they have
met compliance criteria; operational parameters required under 40 CFR 53 are provided in Table 3-2.
Given the 1-h level of the NAAQS of 35 ppm and the 8-h level of the NAAQS of 9 ppm, a 1.0 ppm
limit of detection (LOD) is sufficient for demonstration of compliance, where the LOD is set at three
times an instrument’s noise level when analyzing a zero air sample to ensure that reported signals are
in response to actual ambient CO concentrations. However, with ambient CO levels now routinely at
or below 1 ppm, there is greater uncertainty in the monitoring data because a large percentage is
below the LOD. For this reason, a new generation of ambient CO monitors has been designed for
measurements below 0.5 ppm, with LOD = 0.04 ppm. Additionally, CO measurements at
concentrations below 0.5 ppm are needed to support additional objectives, such as validating the
inputs to CTMs, improving estimates of low-concentration CO exposure, and assessing differences
between CO levels in urban and rural areas, because background CO concentrations are on the order
of 0.1 ppm. Effective LOD is influenced by instrumental noise and drift and by the amount of water
vapor in the air. Recent improvements in the instruments’ optical components and dehumidification
of the air stream help to reduce the amount of noise and drift in the CO measurements. Newer GFC
instruments have been designed for automatic zeroing to minimize drift (U.S. EPA, 2000, 000907).
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Table 3-2.  Performance specifications for analytical detection of CO, based on 40 CFR Part 53.
Parameter Specification
Range 0-50 ppm
Noise 0.5 ppm
LOD 1.0 ppm
Interference equivalent
Each interfering substance +1.0 ppm
Total interfering substances 1.5 ppm
Zero drift
12h +1.0 ppm
24 h +1.0 ppm
Span drift, 24 h

20% of upper range limit +10.0%

80% of upper range limit +2.5%
Lag time 10 min
Rise time 5min
Fall time 5 min
Precision

20% of upper range limit 0.5 ppm

80% of upper range limit 0.5 ppm

Currently, 24 models of CO monitors are in use; the models are listed in Annex A, Table A-1.
Among them, 20 are older NDIR instruments listed to have an LOD of 0.5 ppm, and 4 are GFC
instruments listed to have an LOD of 0.04 ppm. States do not routinely report the operational LOD,
precision, and accuracy of the monitors to EPA’s Air Quality System (AQS). When the monitored
value is below the LOD, some states report the raw monitored data, while others report the
concentration as 50% of the LOD (0.25 ppm for high-LOD instruments and 0.02 ppm for low-LOD
instruments) when reported data are below the LOD. Among several of the older instruments still in
use (Federal Reference Method codes 008, 012, 018, 033, 041, 050, 051, and 054), performance
testing has shown effective LODs of 0.62-1.05 ppm, with 24-h drift ranging from 0.044-0.25 ppm
and precision ranging from 0.022-0.067 ppm at 20% of the upper range limit of the instrument
(Michie et al., 1983, 194043). Among newer GFC instruments, manufacturer-declared LODs range
from 0.02-0.04 ppm, with 24-h zero drift varying between 0.5% within 1 ppm and 0.1 ppm and
precision varying from 0.5% to 0.1 ppm.

Comparison of older and newer monitors with LOD = 0.5 ppm and 0.04 ppm, respectively,
calls attention to several data quality issues with the older monitors; Figure 3-9 illustrates this point
with data from two co-located monitors with LODs of 0.5 ppm and 0.04 ppm, in Charlotte, NC.
First, the data appearing below the LOD of 0.5 ppm for the older monitor comprise 58% of the data
obtained by that monitor. In contrast, no data from the 0.04 ppm LOD monitor are reported below
0.04 ppm. Below 0.5 ppm, observations obtained with the older monitor are on average more than
five times higher than those from the newer monitor. Second, the data from the older monitor are
reported in units of 0.1 ppm, as seen in the lower resolution of the data with respect to the x-axis.
Last, it is possible from the data that the older monitor exhibits some upward drift, since newer
models have automatic zeroing functions. Above 0.5 ppm, the slope of the scatterplot is 0.95,
suggesting that readings from the older monitor are on average 5% higher than those from the newer
monitor. The median data are 0.4 ppm for the older monitor and 0.24 ppm for the newer monitor.
However the mean from the older monitor is 0.5 ppm, in contrast with 0.330 ppm for the newer
monitor. The 99th percentile is 1.8 ppm for the older monitor, in contrast with the newer monitor,
whose 99th percentile level is 1.485 ppm.
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Figure 3-9.  Scatterplot comparing data from co-located monitors in Charlotte, NC. Data from
Method 054 are from an older model (Thermo Electron Model 48C, Waltham, MA)
with LOD = 0.5 ppm, while data from Method 593 are from a newer instrument
(Teledyne APl Model 300EU, San Diego, CA) with LOD = 0.04 ppm. Above the
Method 054 LOD, the methods vary linearly as: [Method 593] = 0.95[Method 054] -
0.20 (R*=0.88, n = 6990); below the Method 054 LOD, the regression changes to
[Method 593] = 0.19[Method 054] + 0.16 (R? = 0.07, n = 9856).

3.4.2. Ambient Sampling Network Design

3.4.2.1. Monitor Siting Requirements

Minimum monitoring requirements for CO were revoked in the 2006 revisions to ambient
monitoring requirements (71 FR 61236, October 17, 2006). This action was made to allow for
reductions in measurements of CO and some other pollutants (SO,, NO,, and Pb) where measured
levels were well below the applicable NAAQS and air quality problems were not expected. CO
monitoring activities have been maintained at some State and Local Air Monitoring Stations
(SLAMS), and these measurements of CO using FRM are required to continue until discontinuation
is approved by the EPA Regional Administrator. CO monitors are typically sited at the following
spatial scales (40 CFR Part 58 Appendix D):

=  Microscale: Data represent concentrations within a 100 m radius of the monitor. For CO,
microscale monitors are sited 2-10 m from a roadway. Measurements are intended to
represent the near-road or street canyon environment.
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=  Middle scale: Data represent concentrations averaged over areas defined by 100-500 m
radii. Measurements are intended to represent several city blocks.

= Neighborhood scale: Data represent concentrations averaged over areas defined by
0.5-4.0 km radii. Measurements are intended to represent extended portions of a city.

In 2007, there were 376 CO monitors reporting values to the EPA Air Quality System (AQS)
database. Where CO monitoring is ongoing, 40 CFR Part 58 requires at least one CO monitor to
capture maximum levels in a given region. This requirement is met with a monitor situated at the
CFR-defined microscale distance from the side of a roadway for CO. Microscale monitor locations
also have sample inlets mounted at 3 £ 0.5 m above ground level, unlike the monitors sampling for
larger scales, whose inlet heights can vary between 2 and 15 m. For the CFR-defined neighborhood
scale monitoring, the minimum monitor distance from a major roadway is directly related to the
average daily traffic counts on that roadway to ensure that measurements are not substantially
influenced by any one roadway. For example, the minimum distance of a neighborhood scale CO
monitor from a roadway with an average daily traffic count of 15,000 vehicles per day is 25 m, while
the minimum distance is 135 m for a roadway with an average daily traffic count of 50,000 vehicles
per day. Occasionally, CO monitors are sited at urban (covering areas of 4-50 km) or regional
(covering areas of tens to hundreds of km) scale. More detail on siting requirements can be found in
40 CFR Part 58 Appendices D and E.

In addition to monitoring for determining compliance with the NAAQS, EPA is currently in
the process of implementing plans for a new network of multipollutant stations called National Core
(NCore) that is intended to meet multiple monitoring objectives. A subset of the SLAMS network,
NCore stations are intended to address integrated air quality management needs to support long-term
trends analysis, model evaluation, health and ecosystem studies, as well as the more traditional
objectives of NAAQS compliance and Air Quality Index reporting. The complete NCore network,
required to be fully implemented by January 1, 2011, will consist of approximately 60 urban and 20
rural stations and will include some existing SLAMS sites that have been modified for the additional
measurements. Each state will contain at least one NCore station, and 46 of the states plus
Washington, DC, will have at least one urban statlon CO will be measured using 0.04 ppm LOD
monitors at all sites, as will SO,, NO, and NOy'; surface meteorology will also be measured at
NCore sites. The advantage to the NCore strategy is that time-resolved, simultaneous measurements
of multiple pollutants will be obtained at each site. The disadvantage is that the NCore network will
be sparse, and so spatial variability will be difficult to ascertain from the data obtained.

3.4.2.2. Spatial and Temporal Coverage

Figure 3-10 depicts the distribution of the 376 regulatory CO monitors operating in the U.S. in
2007. Data from 291 of the 376 CO monitors operating year-round at 290 sites in the years
2005-2007 met the data completeness criteria for inclusion in the multiyear ambient data analyses
for this assessment. Completeness criteria require that data be collected for 75% of the hours in a
day, 75% of the days in a quarter, and 3 complete quarters for all 3 yr; criteria for Region 10 were
relaxed to 2 complete quarters because it contains Alaska. The greatest density of monitors is in the
CSAs for Los Angeles, and San Francisco, CA; and along the Mid-Atlantic seaboard. Monitors are
also located in regions where biomass burning is more prevalent, such as Anchorage, AK, but not all
of these monitors report values from all seasons of all years. The number of monitors per sampling
scale is provided in Table 3-3, and locations of monitors with nearby roadway types and traffic
counts are provided in Annex A, Tables A-2 through A-7, for each monitoring scale. Twenty-four
percent of the monitors meeting completeness criteria are categorized as “Null”, meaning that no
scale has been identified for those monitors. Furthermore, given the overlap between scales
regarding the type of road at which the monitor is sited, it is possible that scale has been
misclassified for some of the monitors.

' NCore sites must measure, at a minimum, PM, s particle mass using continuous and integrated/filter-based samplers, speciated PM, s,
PM ., 5 particle mass, speciated PM;¢, 5, O3, SO,, CO, NO/NOy, wind speed, wind direction, relative humidity, and ambient temperature.
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Table 3-3.  Counts of CO monitors by sampling scale meeting 75% completeness criteria for use in
the U.S. during 2005-2007.

Monitoring Scale Count
Microscale 57
Middle Scale 31
Neighborhood Scale 119
Urban Scale 1
Regional Scale 2

Null 71

Figure 3-10 also shows the locations of the newer 0.04 ppm LOD CO monitors throughout the
U.S in 2007, indicated by blue and purple triangles. The newer monitors included in the analysis are
located in: Baton Rouge, LA; Boston, MA; Charlotte, NC; Dallas, TX; Decatur, GA; Houston, TX;
Portland, OR; Presque Isle, ME; San Jose, CA; and rural locations within Georgia and South
Carolina. Other 0.04 ppm LOD monitors not meeting completeness criteria for the 2005-2007
analysis were located in: Beltsville, MD; Cedar Rapids, [A; Davenport, IA; Des Moines, IA;
Nederland, TX; Northbrook, IL; Plant City, FL; Seattle, WA; Thomaston, CT; Tulsa, OK; Westport,
CT; and rural locations in Maryland and Wisconsin. A listing of 0.04 ppm and 0.5 ppm LOD
monitors meeting completeness criteria by state for 2005-2007 is provided in Annex A, Table A-8.

Eleven metropolitan regions were chosen for closer investigation of monitor siting based on
their relevance to the health studies assessed in subsequent chapters of this ISA and to demonstrate
specific points about geospatial distributions of CO emissions and concentrations. These regions
were: Anchorage, AK; Atlanta, GA; Boston, MA; Denver, CO; Houston, TX; Los Angeles, CA; New
York City, NY; Phoenix, AZ; Pittsburgh, PA; Seattle, WA; and St. Louis, MO. Core-Based Statistical
Areas (CBSAs) and Combined Statistical Areas (CSAs), as defined by the U.S. Census Bureau
(http://www.census/gov/), were used to determine which counties, and hence, which monitors, to
include for each metropolitan region.' As an example, Figure 3-11 through Figure 3-14 display CO
monitor density with respect to population density (for total population and elderly adults aged 65
and over) for the Denver and Los Angeles CSAs (Annex A, Figures A-7 through A-22 show
analogous plots for the other nine metropolitan regions). Figure 3-18 and Figure 3-21 and additional
figures in Annex A show the locations of CO monitors for the 11 CSAs/CBSAs in relation to major
roadways, including interstate highways, U.S. highways, state highways, and other major roadways
required for traffic network connectivity. In the examples shown for Denver and Los Angeles, the
monitors were typically located near high population density neighborhoods within the CSA. The
Los Angeles CSA monitors appear to be distributed fairly evenly across the city of Los Angeles,
while the Denver CSA had three monitors in the city center and two in the suburbs of the Denver
CSA. Regional background sites were not included on the maps unless they lay within the
CSA/CBSA.

! A CBSA represents a county-based region surrounding an urban center of at least 10,000 people determined using 2000 census data and
replaces the older Metropolitan Statistical Area (MSA) definition from 1990. The CSA represents an aggregate of adjacent CBSAs tied by
specific commuting behaviors. The broader CSA definition was used when selecting monitors for the cities listed above with the exception
of Anchorage and Phoenix, which are not contained within a CSA. Therefore, the smaller CBSA definition was used for these metropolitan
areas.
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Figure 3-10. Map of CO monitor locations in the U.S. in 2007. Locations are indicated with
triangles: blue and red triangles show locations of the sites used in data analysis
for this assessment; purple and green triangles are at locations with monitors
which did not meet the data completeness requirements for analysis; blue lines
mark the boundaries of the 11 CSAs/CBSAs used in the data analysis for this

assessment.
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Figure 3-11.  Map of CO monitor locations with respect to population density in the Denver, CO
CSA, total population. The circles indicate 5 km buffers around the monitors.
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Figure 3-12. Map of CO monitor locations with respect to population density in the Denver, CO
CSA, age 65 and older. The circles indicate 5 km buffers around the monitors.
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Figure 3-13. Map of CO monitor locations with respect to population density in the Los
Angeles, CA CSA, total population. The circles indicate 5 km buffers around the
monitors.
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Figure 3-14. Map of CO monitor locations with respect to population density in the Los
Angeles, CA CSA, age 65 and older. The circles indicate 5 km buffers around the
monitors.
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Ambient monitors for CO and other criteria pollutants are located to monitor compliance
rather than population exposures. However, CO monitors submitting data to the AQS are often used
for exposure assessment. For this reason, data are presented here to assess population density in the
vicinity of CO monitors. Table 3-4 and Table 3-5 show the population density around CO monitors
for the total population and for elderly adults aged 65 and over for each CSA/CBSA. The percentage
of population within specific radii of the monitors for each city was, for the most part, similar
between the total and elderly populations. In the cases of Anchorage, Denver, Phoenix, and St. Louis
however, the percentage of the elderly population within given radii of the monitors was
considerably different compared with the total population. Between-city disparities in population
density were larger. Los Angeles, with 85%, and Denver, with 68%, had the largest proportion of the
total population within 15 km of a monitor. Seattle, with 18%, had the lowest population coverage in
large part because ambient CO concentrations there require only a single CO monitor. For the elderly
population, Los Angeles, at 83%, Anchorage, at 73%, and Denver, at 70%, had the greatest
population coverage within 15 km of a monitor; Seattle, at 18%, again had the lowest coverage.
Proximity to monitoring stations is considered further in Sections 3.5 and 3.6 regarding spatial
variability within cities. In combination, these data illustrate that population coverage varies by
monitor and across cities.

Table 3-4.  Proximity to CO monitors for the total population by city.

Region Total S <1km <5km <10 km <15km
N N % N % N % N %
Anchorage, AK 352,225 5,391 1.53 131,608 37.36 212,834 60.43 239,842 68.09
Atlanta, GA 5,316,742 5,480 0.10 149,772 2.82 672,701 12.65 1,444,986 27.18
Boston, MA 7,502,707 95,732 1.28 1,180,054 15.73 2,432,846 32.43 3,418,353 45.56
Denver, CO 2,952,039 26,096 0.88 497,598 16.86 1,091,444 36.97 1,720,360 58.28
Houston, TX 5,503,320 29,068 0.53 599,796 10.90 1,669,117 30.33 2,506,830 45,55
Los Angeles, CA 17,655,319 202,340 1.15 4,064,309 23.02 11,928,427 67.56 15,074,972 85.38
New York, NY 22,050,940 201,350 0.91 3,711,369 16.83 8,385,801 38.03 12,454,837 56.48
Phoenix, AZ 3,818,147 47,478 1.24 503,433 13.19 1,033,102 27.06 1,581,887 41.43
Pittsburgh, PA 2,515,383 29,136 1.16 369,965 14.71 895,252 35.59 1,359,596 54.05
Seattle, WA 3,962,434 4,814 0.12 94,649 2.39 279,976 7.07 699,490 17.65
St. Louis, MO 2,869,955 16,638 0.58 255,499 8.90 886,412 30.89 1,303,636 45.42
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Table 3-5.  Proximity to CO monitors for adults aged 65 and older by city.

Region Tota A <1km <5km <10 km <15km
N N % N % N % N %
Anchorage, AK 17,742 361 2.03 8,986 50.65 12,038 67.85 12,990 73.22
Atlanta, GA 362,201 423 0.12 12,758 3.52 54,148 14.95 111,232 30.71
Boston, MA 945,790 8,272 0.87 131,198 13.87 297,392 31.44 430,502 45.52
Denver, CO 232,974 2,541 1.09 42,760 18.35 102,783 44.12 163,682 70.26
Houston, TX 377,586 1,703 0.45 42,312 11.21 130,567 34.58 182,049 48.21
Los Angeles, CA 1,626,663 17,974 1.10 380,079 23.37 1,069,188 65.73 1,355,461 83.33
New York, NY 2,710,675 29,534 1.09 427,601 15.77 940,121 34.68 1,429,215 52.73
Phoenix, AZ 388,150 2,877 0.74 35,839 9.23 77,244 19.90 125,300 32.28
Pittsburgh, PA 449,544 5,383 1.20 66,967 14.90 166,440 37.02 255,220 56.77
Seattle, WA 390,372 556 0.14 12,142 3.1 31,036 7.95 69,858 17.90
St. Louis, MO 358,747 3,203 0.89 42,890 11.96 127,274 35.48 184,491 51.43

3.5. Environmental Concentrations

3.5.1. Spatial Variability

3.5.1.1. National Scale

The current NAAQS designates that the level of the NAAQS is not to be exceeded more than
once per year at a given monitoring site. Figure 3-15 and Figure 3-16 show the second-highest 1-h
and second-highest 8-h county-average CO concentrations, respectively, over the U.S. along with
estimates of the fraction of the U.S. total population exposed to those concentrations. Although 93%
of the U.S. counties are not represented in AQS reporting, based on their population densities and
proximity to sources, those counties are not expected to have higher concentrations than the ones
analyzed here in the absence of extreme events such as wildfires. Continuous hourly averages are
reported from U.S. monitoring stations. One-hour (1-h) and 8-h CO data were available for 243
counties and autonomous cities or municipalities (e.g., Anchorage, AK, Washington, DC) where CO
monitors met the 75% data completeness criteria used in this analysis for the years 2005-2007. In
2007, no monitored location reported a second-highest 1-h CO concentration above 35 ppm (Figure
3-15). Moreover, only two monitored locations, one in Weber County, UT and the other in Jefferson
County, AL (including Birmingham, AL), reported second-highest 1-h CO concentrations between
15.1 and 35.0 ppm. Figure 3-16 shows that only 5 counties reported second-highest 8-h CO
concentrations above 5.0 ppm: Jefferson County, AL; Imperial County, CA; Weber County, UT;
Philadelphia County., PA; and Anchorage Municipality, AK.
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Carbon Monoxide — Second Highest 1-hour Average, 2007
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Figure 3-15. County-level map of second-highest 1-h avg CO concentrations in the U.S. in
2007. The bar on the left shows the total U.S. population living in counties with
CO concentrations in the range indicated. Note that approximately 150 million
people live in counties with no CO monitors.
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Carbon Monoxide — Second Highest 8-hour Average, 2007
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Figure 3-16. County-level map of second-highest 8-h avg CO concentrations in the U.S. in

January 2010

2007. The bar on the left shows the total U.S. population living in counties with
CO concentrations in the range indicated. Note that approximately 150 million
people live in counties with no CO monitors.
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Table 3-6.  Distribution of 1-h avg CO concentration (ppm) derived from AQS data.

Percentiles

N Mean Min 1 5 10 25 50 75 90 95 99 Max
NATIONWIDE STATISTICS (N = NUMBER OF OBSERVATIONS)
2005-2007 7,180,700 0.5 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.9 1.2 21 39.0
2005 2,391,962 0.5 0.0 0.0 0.0 0.1 0.2 04 0.6 1.0 13 2.3 22.3
2006 2,402,153 0.5 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.9 1.2 21 353
2007 2,386,585 0.4 0.0 0.0 0.0 0.1 0.2 0.3 0.5 0.8 11 19 39.0
Winter (December - February) 1,752,340 0.6 0.0 0.0 0.0 0.1 0.3 0.4 0.7 1.2 1.6 2.7 20.0
Spring (March - May) 1,826,167 0.4 0.0 0.0 0.0 0.1 0.2 0.3 0.5 0.8 1.0 17 353
Summer (June - August) 1,811,082 0.4 0.0 0.0 0.0 0.0 0.2 0.3 05 0.7 0.9 15 39.0
Fall (September - November) 1,791,111 0.5 0.0 0.0 0.0 0.1 0.2 0.4 0.6 1.0 13 2.2 24.1
NATIONWIDE STATISTICS, POOLED BY SITE (N = NUMBER OF SITES)
2005-2007 285 0.5 0.0 0.0 0.1 0.2 0.3 04 0.6 0.7 0.8 1.0 15
2005 285 0.5 0.0 0.0 0.1 0.2 0.4 05 0.6 0.8 0.9 13 16
2006 285 0.5 0.0 0.0 0.1 0.2 0.3 0.4 0.6 0.7 0.8 1.2 14
2007 285 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.7 0.7 11 15
Winter (December - February) 285 0.6 0.0 0.0 0.2 0.2 0.4 0.5 0.7 0.9 11 15 1.6
Spring (March - May) 285 0.4 0.0 00 01 02 03 04 05 07 07 10 16
Summer (June - August) 285 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 11 15
Fall (September - November) 285 0.5 0.0 0.0 0.1 0.2 0.4 0.4 0.6 0.8 0.9 11 15
STATISTICS FOR INDIVIDUAL CSAS/CBSAS (2005-2007) (N = NUMBER OF OBSERVATIONS)
Anchorage® 25,672 11 0.0 0.1 0.2 0.3 05 0.7 13 23 31 5.0 13.1
Atlanta 76,683 0.5 0.0 0.0 0.2 0.2 0.3 0.4 0.6 0.8 11 1.6 10.8
Boston 171,975 0.4 0.0 0.0 0.0 0.1 0.2 0.4 0.5 0.7 0.9 14 10.0
Denver 129,038 0.5 0.0 0.0 0.1 0.2 0.3 0.4 0.6 1.0 13 22 9.3
Houston 123,925 0.3 0.0 0.0 0.0 0.0 0.2 0.3 04 0.6 0.8 14 4.6
Los Angeles 592,960 0.5 0.0 0.0 0.0 0.1 0.2 0.3 0.6 1.0 14 23 8.4
New York 226,673 0.5 0.0 0.0 0.1 0.1 0.3 0.5 0.6 0.9 11 1.6 5.8
Phoenix 127,477 0.8 0.0 0.0 0.1 0.2 0.3 0.5 1.0 1.9 25 36 7.8
Pittsburgh 179,758 0.3 0.0 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.8 1.2 6.7
Seattle 25,818 0.8 0.0 0.1 0.2 0.3 0.4 0.6 0.9 13 1.6 25 5.9
St. Louis 77,142 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.7 0.9 14 5.7
Not in the 11 cities 5,449,251 0.5 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.9 1.2 2.1 39.0

#CO monitoring is only available for quarters 1 and 4; since monitoring data are not available year-round, Anchorage is not included in the nationwide statistics shown in this table.
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Table 3-6 contains the distribution of hourly CO measurements reported to AQS for
2005-2007. All monitoring locations meeting the 75% data completeness criteria have been included
in this table. Several monitors in EPA Region 10, including four in Alaska, did not meet the data
completeness criteria since CO reporting was only required during the first and fourth quarters of
each year at these sites. Anchorage was included in the table, however, for an approximate
comparison with the other CSAs and CBSAs reporting year-round measurements to AQS.
Anchorage and other partial-year monitors were not, however, included in the national statistics
shown in the table. AQS site number 371190041, located in Charlotte, NC, was the only site with co-
located monitors both meeting the data completeness criteria and, therefore, the nationwide data in
the table was derived from 286 monitors located at 285 sites. In Section 3.5.1.3, the nationwide 1-h
avg statistics shown in Table 3-6 (along with the nationwide 24-h avg, 1-h daily max and 8-h daily
max statistics) are further divided by monitoring scale (microscale, middle scale, etc.) to address
issues relating to the near-road environment.

The nationwide mean, median, and interquartile range for 1-h measurements reported for
2005-2007 were 0.5, 0.4 and 0.4 ppm, respectively, and these statistics did not change by more than
0.1 ppm over the 3-yr period. More than 50% of the data nationwide were below the LOD for the
majority of monitors in use. The largest recorded second-highest 1-h concentration, 26.3 ppm, for
this period was reported in 2006 in Birmingham, AL (AQS site ID: 010736004). The highest 1-h
concentration, 39 ppm, between 2005 and 2007, was reported in Ogden, UT (AQS site ID:
490570006) on August 28, 2007. An annual outdoor barbeque festival held in Ogden on that day
resulted in a period of elevated CO concentrations. The seasonally stratified concentrations in Table
3-6 are generally highest in the winter (December-February) and fall (September-November) and
decrease on average during the spring (March-May) and summer (June-August).

Nationwide statistics pooled by site are listed in the center rows of Table 3-6 and illustrate the
distribution of the site average CO concentrations recorded at the 285 monitoring sites for
2005-2007 (Figure 3-10). The site reporting the highest 3-yr pooled 1-h avg CO concentration,

1.5 ppm, was located in San Juan, Puerto Rico (AQS site ID: 721270003). The 11 individual
CSAs/CBSAs discussed earlier are included in the table, none of which reported concentrations
above the value of the 1-h NAAQS. Four of the 11 cities (Boston, Houston, Pittsburgh and St. Louis)
had 95th percentile 1-h CO concentrations below 1 ppm; the 95th percentile concentrations for the
remaining cities were below 3.1 ppm. Lack of year-round monitoring in Anchorage prevented a
direct comparison with the other metropolitan regions. However, Anchorage exhibited a 1-h CO
distribution shifted higher in concentration when compared to the U.S. average during fall or winter.
The 99th percentile 1-h avg concentration in Anchorage was 5.0 ppm; the other selected cities with
year-round monitoring had 99th percentile concentrations ranging from 0.9 ppm to 2.5 ppm.
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Table 3-7.

Distribution of 24-h avg CO concentration (ppm) derived from AQS data.

Percentiles

N Mean Min 1 5 10 25 50 75 90 95 99 Max
NATIONWIDE STATISTICS (N = NUMBER OF OBSERVATIONS)
2005-2007 303,843 0.5 0.0 0.0 0.0 0.1 0.3 0.4 0.6 0.9 11 1.7 7.0
2005 101,184 0.5 0.0 0.0 0.0 0.1 0.3 0.4 0.6 0.9 11 1.8 5.8
2006 101,652 0.5 0.0 0.0 0.0 0.1 0.3 0.4 0.6 0.9 11 16 7.0
2007 101,007 0.4 0.0 0.0 0.0 0.1 0.2 0.4 0.5 0.8 1.0 1.6 6.9
Winter (December-February) 74,144 0.6 0.0 0.0 0.1 0.2 0.3 0.5 0.7 11 13 2.0 7.0
Spring (March - May) 77,317 0.4 0.0 0.0 0.0 0.1 0.2 0.4 0.5 0.7 0.9 14 6.4
Summer (June - August) 76,562 0.4 0.0 0.0 0.0 0.1 0.2 0.3 05 0.7 0.8 13 6.9
Fall (September - November) 75,820 0.5 0.0 0.0 0.0 0.1 0.3 0.4 0.6 0.9 11 1.7 5.8
NATIONWIDE STATISTICS, POOLED BY SITE (N = NUMBER OF SITES)
2005-2007 285 0.5 0.0 0.0 0.1 0.2 0.3 04 0.6 0.7 0.8 1.0 15
2005 285 0.5 0.0 0.0 0.1 0.2 0.4 0.5 0.6 0.8 0.9 13 16
2006 285 0.5 0.0 0.0 0.1 0.2 0.3 0.4 0.6 0.7 0.8 1.2 14
2007 285 0.4 0.0 0.0 0.1 0.2 0.3 0.4 05 0.7 0.7 11 15
‘é‘gg}ﬁ;ﬁ%‘fcember . 285 06 00 00 02 02 04 05 07 09 11 15 16
Spring (March - May) 285 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.7 0.7 1.0 1.6
Summer (June - August) 285 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 11 15
Fall (September - November) 285 0.5 0.0 0.0 0.1 0.2 0.4 0.4 0.6 0.8 0.9 11 15
STATISTICS FOR INDIVIDUAL CSAS/CBSAS (2005-2007) (N = NUMBER OF OBSERVATIONS)
Anchorage® 1,074 11 0.0 0.2 0.2 0.4 0.6 0.9 14 19 24 33 4.6
Atlanta 3,229 0.5 0.0 0.1 0.2 0.2 0.3 0.4 0.6 0.8 0.9 1.2 1.6
Boston 7,446 0.4 0.0 0.0 0.1 0.1 0.3 0.4 05 0.7 0.8 11 22
Denver 5,363 0.5 0.0 0.1 0.2 0.2 0.3 0.5 0.6 0.9 11 15 2.3
Houston 5,188 0.3 0.0 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.9 1.9
Los Angeles 25,803 0.5 0.0 0.0 0.1 0.1 0.2 0.4 0.6 1.0 1.2 17 3.8
New York 9,513 0.8 0.0 0.0 0.1 0.2 0.4 0.5 0.6 0.8 1.0 1.3 25
Phoenix 5,348 0.8 0.0 0.1 0.2 0.3 0.4 0.6 11 16 1.9 25 34
Pittsburgh 7,497 0.3 0.0 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.7 1.0 1.9
Seattle 1,079 0.8 0.1 0.2 0.3 04 05 0.7 0.9 12 14 1.8 24
St. Louis 3,216 0.4 0.0 0.0 0.1 0.2 0.3 0.4 0.5 0.7 0.8 1.0 1.9
Not in the 11 cities 230,161 0.5 0.0 0.0 0.0 0.1 0.2 0.4 0.6 0.8 11 16 7.0

#CO monitoring is only available for quarters 1 and 4; since monitoring data are not available year-round, Anchorage is not included in the nationwide statistics shown in this table.

Table 3-7 contains the distribution of 24-h avg CO concentrations derived from the 1-h
concentrations reported to AQS and summarized in Table 3-6. The nationwide mean, median, and
interquartile range for 24-h avg values during 2005-2007 were 0.5, 0.4 and 0.3 ppm, respectively.
These were similar to those for the 1-h values and showed more than half the data falling below the
LOD for the majority of monitors in the field. The maximum 24-h avg concentration in these years,
7 ppm, was reported in Birmingham, AL (AQS site ID: 010736004). The 99th percentile 24-h avg
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concentrations ranged from 0.9 ppm to 2.5 ppm in the selected cities with year-round monitoring;
Anchorage had a 99th percentile concentration of 3.3 ppm.

Table 3-8.  Distribution of 1-h daily max CO concentration (ppm) derived from AQS data.

Percentiles

N Mean Min 1 5 10 25 50 75 90 95 99 Max
NATIONWIDE STATISTICS (N = NUMBER OF OBSERVATIONS)
2005-2007 303,843 0.9 0.0 0.0 0.1 0.3 0.4 0.7 12 18 24 38 390
2005 101,184 1.0 0.0 0.0 0.2 0.3 0.5 0.8 1.3 2.0 26 41 223
2006 101,652 0.9 0.0 0.0 0.1 0.3 0.4 0.7 12 1.9 24 39 353
2007 101,007 0.8 0.0 0.0 0.1 0.2 0.4 0.7 11 17 21 34 390
Winter (December - February) 74,144 1.2 0.0 0.0 0.2 0.3 0.5 0.9 1.6 25 3.1 47 200
Spring (March - May) 77,317 0.8 0.0 0.0 0.1 0.3 0.4 0.7 1.0 1.6 2.0 30 353
Summer (June - August) 76,562 0.7 0.0 0.0 0.1 0.2 0.4 0.6 0.9 1.3 1.6 2.5 39.0
Fall (September - November) 75,820 1.0 0.0 0.0 0.2 0.3 0.5 0.8 1.3 2.0 25 38 241
NATIONWIDE STATISTICS, POOLED BY SITE (N = NUMBER OF SITES)
2005-2007 285 0.9 0.1 0.1 0.3 0.5 0.6 0.8 11 15 17 23 39
2005 285 1.0 0.1 0.1 0.4 0.5 0.7 0.9 1.2 1.6 2.0 25 3.7
2006 285 0.9 0.1 0.1 0.3 05 0.6 0.9 11 16 18 23 4.8
2007 285 0.8 0.1 0.1 0.3 0.4 0.6 0.8 1.0 14 1.6 2.0 31
Winter (December - February) 285 1.2 0.0 0.1 0.4 0.6 0.8 1.0 15 2.1 25 3.4 4.1
Spring (March - May) 285 08 01 01 03 04 06 08 10 13 15 21 40
Summer (June - August) 285 0.7 0.0 0.1 0.2 0.3 0.5 0.6 0.8 11 13 2.2 3.3
Fall (September - November) 285 1.0 0.1 0.1 0.3 0.5 0.7 0.9 1.2 17 2.0 24 4.1
STATISTICS FOR INDIVIDUAL CSAS/CBSAS (2005-2007) (N = NUMBER OF OBSERVATIONS)
Anchorage® 1,074 2.6 0.0 0.3 0.6 0.8 13 2.2 35 5.0 6.1 7.6 13.1
Atlanta 3,229 0.8 0.0 0.2 0.3 0.3 0.4 0.7 11 14 17 22 108
Boston 7,446 0.7 0.0 0.1 0.2 0.3 0.4 0.6 0.9 1.2 1.6 2.6 10.0
Denver 5,363 1.2 0.1 0.2 0.4 0.5 0.7 1.0 15 2.2 27 39 9.3
Houston 5,188 0.7 0.0 0.0 0.1 0.2 0.4 0.6 0.8 1.3 17 2.6 46
Los Angeles 25,803 1.0 0.0 0.1 0.2 0.3 0.5 0.8 13 2.0 26 40 84
New York 9,513 0.9 0.0 0.1 0.2 0.4 0.6 0.8 11 15 18 25 5.8
Phoenix 5,348 1.9 0.0 0.3 05 0.6 0.9 16 25 35 41 53 7.8
Pittsburgh 7,497 0.6 0.0 0.0 0.0 0.1 0.2 0.5 0.8 11 14 20 67
Seattle 1,079 15 0.2 0.4 0.5 0.7 0.9 13 1.8 24 29 43 59
St. Louis 3,216 0.8 0.0 0.1 0.3 04 0.5 0.6 0.9 13 17 27 5.7
Not in the 11 cities 230,161 0.9 0.0 0.0 0.1 0.2 0.4 0.7 1.2 18 24 38 390

#CO monitoring is only available for quarters 1 and 4; since monitoring data are not available year-round, Anchorage is not included in the nationwide statistics shown in this table.

Table 3-8 contains the distribution of 1-h daily max CO concentrations derived from 1-h
values reported to AQS for all monitors meeting the inclusion criteria described earlier. The
nationwide mean, median, and interquartile range for 1-h daily max concentrations reported for
2005-2007 were 0.9, 0.7 and 0.8 ppm, respectively. Roughly one-third of the 1-h daily max data fall
below the LOD for the majority of CO monitors reporting to AQS. The 99th percentile 1-h daily max
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concentrations ranged from 2.0 ppm to 5.3 ppm in the selected cities with year-round monitoring;
Anchorage had a 99th percentile concentration of 7.6 ppm.

Table 3-9.  Distribution of 8-h daily max CO concentration (ppm) derived from AQS data.
Percentiles

N Mean Min 1 5 10 25 50 75 90 95 99 Max
NATIONWIDE STATISTICS (N = NUMBER OF OBSERVATIONS)
2005-2007 303,843 0.7 00 03 03 03 03 05 08 13 17 26 109
2005 101,184 0.7 00 03 03 03 03 06 09 14 18 28 97
2006 101,652 0.7 00 03 03 03 03 05 08 13 17 26 98
2007 101,007 0.6 00 03 03 03 03 05 08 12 15 23 109
Winter (December - February) 74,144 0.9 00 03 03 03 04 07 11 17 21 32 9.8
Spring (March - May) 77,317 0.6 00 03 03 03 03 05 07 11 13 20 9.6
Summer (June - August) 76,562 0.5 00 03 03 03 03 04 06 09 11 17 109
Fall (September - November) 75,820 0.7 00 03 03 03 03 06 09 14 18 27 9.0
NATIONWIDE STATISTICS, POOLED BY SITE (N = NUMBER OF SITES)
2005-2007 285 0.7 02 03 03 04 05 06 08 10 12 17 21
2005 285 0.7 03 03 03 04 05 06 09 11 14 19 2.2
2006 285 0.7 02 03 03 04 05 06 08 11 12 18 24
2007 285 0.6 02 03 03 04 05 06 07 10 11 16 2.0
Winter (December - February) 285 0.9 02 03 04 04 06 08 11 14 17 24 2.6
Spring (March - May) 285 0.6 02 03 03 04 04 05 07 09 11 16 22
Summer (June - August) 285 0.5 02 03 03 03 04 05 06 08 09 15 20
Fall (September - November) 285 0.7 02 03 03 04 05 06 09 12 13 18 2.2
STATISTICS FOR INDIVIDUAL CSAS/CBSAS (2005-2007) (N = NUMBER OF OBSERVATIONS)
Anchorage® 1,074 1.7 03 03 04 06 09 15 23 33 39 50 65
Atlanta 3,229 0.6 00 02 02 03 04 05 08 11 13 17 25
Boston 7,446 0.6 03 03 03 03 03 05 07 09 11 18 5.8
Denver 5,363 0.8 03 03 03 03 05 07 10 14 18 24 34
Houston 5,188 0.5 03 03 03 03 03 04 06 09 11 17 33
Los Angeles 25,803 0.7 03 03 03 03 03 06 09 15 18 27 62
New York 9,513 0.7 03 03 03 03 04 06 09 12 14 18 30
Phoenix 5,348 13 03 03 03 04 06 10 18 25 30 38 58
Pittsburgh 7,497 05 03 03 03 03 03 03 06 09 10 15 37
Seattle 1,079 11 03 03 04 05 07 10 14 18 22 32 4.0
St. Louis 3,216 0.6 03 03 03 03 03 05 07 09 12 19 42
Not in the 11 cities 230,161 0.7 00 03 03 03 03 05 08 13 16 25 109

#CO monitoring is only available for quarters 1 and 4; since monitoring data is not available year-round, Anchorage is not included in the nationwide statistics shown in this table.

Table 3-9 contains the distribution of 8-h daily max concentrations derived from the 1-h CO

concentrations reported to AQS. This was done by first calculating the average concentration for

each successive 8-h period, thereby producing 24 8-h avg per day. The maximum of these values for
a given monitor within a given day (midnight-to-midnight) was used as the 8-h daily max statistic
for that monitor and day. The nationwide mean, median, and interquartile range for 8-h daily max
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concentrations reported for 2005-2007 were 0.7, 0.5, and 0.5 ppm, respectively. Half of the 8-h daily
max concentrations fell below the LOD for the majority of CO monitors in the field. The highest 8-h
daily max concentration, 10.9 ppm, was recorded at a monitor located 5 mi north of Newkirk, OK
(AQS site ID: 400719010). The 99th percentile 8-h daily max concentrations ranged from 1.5 ppm to
3.8 ppm in the selected cities with year-round monitoring; Anchorage had a 99th percentile 8-h daily
max concentration of 5.0 ppm.

Winter Spring

daily avg vs. daily max 1h - °

1 L 1 L 1
i}
daily avg vs. daily max 8h - . % - °
. -+B:H.
T T T T T

daily max 1h vs. daily max 8h - ) .

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Summer Fall

daily avg vs. daily max 1h - -o-+ {i + E o oo %
daily avg vs. daily max 8h 4 e o m—+—E|:|—+ E . %
daily max 1h vs. daily max 8h - e o m%o g o o ooo .%

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

correlation (r) correlation (r)

Figure 3-17.  Seasonal plots showing the variability in correlations between 24-h avg CO
concentration with 1-h daily max and 8-h daily max CO concentrations and
between 1-h daily max and 8-h daily max CO concentrations. Red bars denote the
median, green stars denote the arithmetic mean, the box incorporates the IQR
and the whiskers extend to the 5th and 95th percentiles. Correlations outside the
5th and 95th percentiles are shown as individual points.

Table 3-7 through Table 3-9 show distributions of CO data based on the 24-h avg, 1-h daily
max and 8-h daily max concentration. The current standards are based on 1-h and 8-h calculations.
While the nationwide concentrations vary in absolute magnitude based on these three statistics, the
shape of the distributions are quite similar up to the 99th percentile. The relative increase from the
99th percentile to the max for the 1-h daily max is larger than for the 24-h or 8-h daily max. This is
to be expected since this statistic is more sensitive to short-term (less than 8 h) increases in CO
concentration. Box plots showing the range in Pearson correlation coefficients (r) between the
different statistics are shown in Figure 3-17. Included are the correlation of the 24-h avg with the 1-h
daily max and 8-h daily max, as well as the correlation between the 1-h daily max and 8-h daily max,
all calculated using the same 2005-2007 data set stratified by season. Correlations are generally quite
high across all seasons and all comparisons, with median r > 0.8. Correlations are higher on average
in the wintertime compared to the summertime for the two comparisons involving the 1-h daily max
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statistic. The correlations between the 24-h avg and the 8-h daily max are the highest in all seasons,
which is in agreement with the distributional similarities shown in the preceding tables.

3.5.1.2. Urban Scale

This section describes urban variability in CO concentrations reported to AQS at the individual
CSA/CBSA level. Denver, CO, and Los Angeles, CA, were selected for this assessment to illustrate
the variability in CO concentrations measured across contrasting metropolitan regions. Information
on the other nine cities evaluated for this assessment is included in Appendix A. Maps of the Denver
CSA and the Los Angeles CSA shown in Figure 3-18 and Figure 3-21, respectively, illustrate the
location of all CO monitors meeting the inclusion criteria described earlier. Letters on the maps
identify the individual monitor locations and correspond with the letters provided in the
accompanying concentration box plots (Figure 3-19 and Figure 3-22) and pair-wise monitor
comparison tables (Table 3-10 and Table 3-11). The box plots for each monitor include the hourly
CO concentration median and interquartile range with whiskers extending from the 5th to the 95th
percentile. Data from 2005-2007 were used to generate the box plots, which are stratified by season
as follows: 1 = winter (December-February), 2 = spring (March-May), 3 = summer (June-August),
and 4 = fall (September-November). The comparison tables include the Pearson correlation
coefficient (r), the 90th percentile of the absolute difference in concentrations (P90) in ppm, the
coefficient of divergence (COD) and the straight-line distance between monitor pairs (d) in km. The
COD provides an indication of the variability across the monitoring sites within each CSA/CBSA
and is defined as follows:

2
r(X. —-X
COD, = lz U

A p i=1 X,j +X,'k
Equation 3-1

where X;; and X represent the observed hourly concentrations for time period i at sites j and &, and p
is the number of paired hourly observations. A COD of 0 indicates there are no differences between
concentrations at paired sites (spatial homogeneity), while a COD approaching 1 indicates extreme
spatial heterogeneity. Pearson correlation is also plotted as a function of distance for Denver and Los
Angeles in Figure 3-20 and Figure 3-23, respectively. Similar maps, box plots, and comparison
tables for the nine remaining CSAs/CBSAs are included in Annex A.

The information contained in these figures and tables should be used with some caution since
many of the reported concentrations for the years 2005-2007 are near or below the monitors’ stated
LOD. Because ambient concentrations are now in large part very near or below the 0.5 ppm LOD for
the majority of FRMs and the coarsely reported measurement resolution is 0.1 ppm, the comparison
statistics shown in these tables might be biased to exhibit specious heterogeneity in the box plots.
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Figure 3-18. Map of CO monitor locations and major highways for Denver, CO.
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Figure 3-19.

January 2010

A B c D E

Site ID 08-031-0002 08-031- 08-013- 08-123- 08-001-

0019 0009 0010 3001
Mean 0.65 0.52 0.42 0.55 0.52
SD 0.42 0.46 0.38 0.46 0.36
Obs 25959 25552 25559 26048 25920
. ; ; Neighbor-  Neighbor-
Scale Micro Micro Micro hood hood
3
2 -

concentration (ppm)

i M

I I I I O O
1234 1234 1234 1234 1234

Season

Box plots illustrating the distribution of 2005-2007 hourly CO concentrations in
Denver, CO. The data are stratified by season along the x-axis where 1 = winter,
2 = spring, 3 = summer, and 4 = fall. The box plots show the median and
interquartile range with whiskers extending from the 5th to the 95th percentile.
Identifiers and statistics for each site are shown at the top of the figure.
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Table 3-10.  Table of intersampler comparison statistics, as defined in the text, including Pearsonr,
P90 (ppm), COD and d (km) for each pair of hourly CO monitors reporting to AQS for
2005-2007 in Denver, CO. The table is grouped and identified by monitoring scale.

Micro Neighborhood
A B c D E

A 1.00 0.76 0.46 0.45 0.59

0.0 09 0.7 0.7 0.6
0.00 0.34 0.44 0.36 0.29
0 13 46.9 78.3 10.1
B 1.00 0.49 0.46 0.64

° 0.0 0.7 0.7 05
§ 0.00 0.47 0.42 0.37
0 47.0 79.0 10.9

C 1.00 0.54 0.53

0.0 0.6 0.6

0.00 0.43 0.43

0 44.6 38.5

D 1.00 0.52

0.0 0.6
3 0.00 0.34
% Legend 0 68.2

s_ ]
5 E r 1.00
2 P90 00
cob 0.00
d 0
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Figure 3-21. Map of CO monitor locations and major highways for Los Angeles, CA.
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Figure 3-22.
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A B (o8 D E F G H

site ID 06-065- 06-059- 06-037-  06-037- 06-071- 06-065-  06-037- 06-059-

1003 1003 9033 1301 9004 9001 5005 0007
Mean 0.67 0.31 0.23 0.98 0.53 0.29 0.24 0.42
SD 0.42 0.47 0.29 0.89 0.38 0.20 0.37 0.46
Obs 24885 24760 24135 24825 24844 24792 24965 24264

. . . h . Neighbor-  Neighbor-

Scale Micro Middle Middle Middle Middle hood hood Urban
4.5
4.0
3.5
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2.5
2.0 1
1.51
1.0
0.0- . h
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season

Box plots illustrating the distribution of 2005-2007 hourly CO concentrations in
Los Angeles, CA. The data are stratified by season along the x-axis where

1 = winter, 2 = spring, 3 = summer, and 4 = fall. The box plots show the median
and interquartile range with whiskers extending from the 5th to the 95th
percentile. Identifiers and statistics for each site are shown at the top of the
figure (monitors without scale designations in AQS are labeled Null). Part 1 of 3
of Figure 3-22. See the next two pages for parts 2 and 3 of Figure 3-22.

3-43



| J K L M N 0 P

Site ID 06-037- 06-071-  06-037- 06-059-  06-037- 06-037-  06-059-  06-065-

0002 0001 1002 5001 4002 1103 2022 5001

Mean 042 0.17 0.66 0.62 0.69 0.56 0.26 0.25
SD 0.27 0.17 0.59 0.55 0.56 0.50 0.25 0.14
Obs 2,5001 24105 24892 24705 24259 24645 24831 24938
Scale  Null Null Null Null Null Null Null Null
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Scale Null Null Null Null Null Null Null Null
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Table 3-11.

Table of intersampler comparison statistics, as defined in the text, including Pearson r,
P90 (ppm), COD and d (km) for each pair of hourly CO monitors reporting to AQS for
2005-2007 in Los Angeles, CA. The table is grouped and identified by monitoring

scale (monitors without scale designations in AQS are labeled Null).

Mi- Middle Neighbor | Ur- Null
cro -hood | ban
A B C D E F G H | J K L M N 0 P Q R S T U vV W X
A 100 | 056 056 054 073 | 072 045 ] 062 | 054 035 070 066 046 062 061 048 053 078 073 067 054 070 055 057
2 00 [ 08 09 11 05| or o9 | o7 |or 10 06 06 08 06 08 09 07 04 06 06 08 05 08 07
= 000 | 066 067 030 030|046 073 | 046 | 033 068 029 024 039 037 058 047 035 019 029 037 053 020 054 042
0 [ 571 1046 748 213 | 305 950 | 5.3 | 526 1106 882 510 741 774 433 801 701 350 1080 61 1145 274 628 981
B 100 055 067 050 | 046 060 | 075 | 014 028 070 072 064 058 062 034 050 060 057 040 025 036 055 047
00 06 13 07 ] 05 05| 05| 07 07 09 07 09 08 05 06 09 09 08 09 07 08 06 07
000 066 070 064 | 059 069 | 055 | 064 069 063 062 064 063 056 059 068 066 062 067 067 065 062 059
0 1120 386 769 | 551 558 | 173 | 5.2 1585 663 27.9 295 G516 237 1206 540 463 807 593 962 549 1075 644
C 100 055 050 | 050 039 | 056 | 027 045 059 063 043 053 051 041 045 061 053 041 040 049 067 042
00 16 07 | 04 06 | 07 | 06 04 11 09 11 09 04 04 10 09 09 09 05 07 04 07
© 000 072 064 | 057 074 | 060 | 062 062 065 064 069 063 061 056 070 066 062 067 062 065 057 060
S 0 825 1004)1325 844 | 947 | 622 1040 574 842 940 675 1227 1719 596 754 640 992 484 779 754 749
E D 100 044 | 039 063 | 071 | 021 033 070 078 070 074 057 028 053 065 049 035 023 039 051 050
00 13| 16 15| 11 | 15 17 09 09 10 10 15 17 10 10 12 12 16 138 15 13
000 042 | 056 076 | 051 | 044 073 035 030 039 041 065 056 039 029 041 045 060 035 061 050
0 886 | 860 204 | 274 | 350 1526 291 238 118 153 595 1545 238 450 421 737 582 570 1034 264
E 100 | 069 043 | 055 [ 048 031 065 055 039 058 051 046 052 068 071 064 050 064 051 053
00 | 06 08 | 06 | 06 08 07 07 09 06 06 07 07 06 06 06 06 05 06 06
000 | 042 072 [ 046 | 035 065 035 033 046 039 056 043 041 031 032 041 051 029 052 041
0 [ 480 1080 685 | 509 902 963 657 901 879 646 733 786 442 1163 177 1193 327 449 1091
F 100 043 | 053 [ 056 030 058 055 036 053 051 049 047 069 066 066 056 068 049 055
S 00 05 ]| 06| 04 04 10 08 11 08 03 03 09 08 08 08 03 06 04 05
_§ 000 070 | 042 | 038 058 046 043 054 046 050 032 053 046 040 049 047 043 047 039
S 0 1061 587 | 748 1378 1065 637 B8L1 934 324 757 892 581 1251 366 1353 548 923 1120
2 G 100 | 058 | 019 018 064 059 059 059 042 026 040 051 052 043 024 027 041 059
= 00 J o6 J o7 06 10 08 10 08 05 05 10 10 09 09 06 09 06 06
= Leaend 000 | o7t o072 075 072 072 075 073 073 070 075 073 072 074 073 073 072 069
eg'g n 0 [a74] 500 1660 270 442 264 227 783 1748 344 639 291 937 487 758 1186 114
H P90 100 | 029 031 072 081 063 070 067 037 054 069 061 049 029 047 054 059
§ CgD 00 | o6 08 07 05 08 06 05 07 08 07 07 08 07 07 06 05
5 000 | 043 062 041 038 048 040 046 041 052 044 041 049 053 045 050 039
0 [339 1447 518 105 232 373 329 1292 377 314 683 517 818 416 937 537
[ 100 017 043 034 017 046 042 033 041 057 044 047 043 061 024 045
00 06 10 08 LI 08 05 05 08 08 07 08 05 05 06 05
000 062 035 033 047 038 052 036 043 033 033 043 047 030 050 038
0 1177 365 236 424 290 606 1314 187 177 565 492 619 274 684 500
J 100 035 034 024 034 033 029 031 040 031 019 025 036 043 025
00 12 10 13 10 04 03 11 11 10 11 05 08 04 07
000 067 066 070 066 063 055 071 068 064 069 062 066 059 062
0 1427 1371 1597 1434 1523 1236 1317 1133 1582 1054 1488 1037 510 1611
K 100 075 062 084 069 040 067 078 074 052 039 059 058 069
00 06 08 05 10 12 07 05 06 08 11 07 10 08
000 026 041 029 056 046 039 026 028 042 052 029 053 038
0 436 408 147 846 1677 181 535 200 853 301 638 978 189
L 100 062 074 067 040 058 077 061 050 034 054 058 059
= 00 07 05 08 10 07 05 07 08 09 06 08 06
= 000 037 031 054 042 037 020 029 038 052 025 051 037
0 246 298 415 1306 281 243 615 502 734 358 864 485
M 100 060 048 024 041 052 044 031 015 028 043 043
00 08 11 12 09 08 09 10 12 09 11 09
000 045 058 053 046 038 044 048 060 041 059 048
0 271 521 1524 347 486 523 740 694 603 1096 352
N 100 063 032 067 07/ 064 049 034 057 051 071
00 08 10 07 05 07 08 09 06 08 06
000 055 046 044 033 034 045 052 036 053 038
0 702 1574 117 438 318 751 447 552 959 212
0 100 044 055 070 055 043 028 057 045 057
00 03 09 09 08 09 05 07 04 06
000 047 062 058 054 059 059 056 056 050
0 1079 695 489 1012 475 1146 526 1025 859
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Mi- Middle Neighbor | Ur- Null
cro -hood | ban

P 100 039 047 042 040 040 047 038 035
00 10 10 09 09 04 07 04 06
000 054 047 040 050 045 043 044 038
0 1496 1142 187.6 824 1922 1042 1028 1781
Q 100 065 054 039 032 053 046 049
00 06 08 08 10 07 09 08
000 034 042 046 058 035 059 049
0 354 380 67.2 462 460 843 316
R 100 070 060 047 078 058 063
00 06 07 09 05 09 07
000 030 038 053 018 054 041
0 734 318 796 120 624 650
S 100 062 053 058 055 064
00 07 08 06 08 07
000 040 049 030 050 034
0 1052 204 838 1156 17.8
T 100 046 054 038 055
= 00 09 06 09 07
= 000 056 037 058 046
0 1108 228 570 9.1
U 100 053 039 036
00 06 05 06
000 051 054 050
0 883 1107 374
Vv 100 047 050
00 07 06
000 052 0.40
0 527 764
W 100 041
00 06
000 050
0 153
X 1.00
0.0
0.00
0
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Figure 3-23. Intersampler correlation versus distance for monitors located within the Los
Angeles CSA.

The Denver CSA in Figure 3-18 incorporates an area of 33,723 km” with a maximum straight-
line distance between CO monitors of 79 km. Of the five CO monitors meeting the inclusion criteria,
three were sited for microscale monitoring and two were sited for neighborhood scale monitoring.
Sites A and B are located in downtown Denver while Site E is located in an industrial region north of
town and surrounded on three sides by three heavily-traveled interstate highways. Sites C and D are
located in two smaller towns (Longmont and Greeley, respectively) north of Denver. The means and
seasonal patterns shown in Figure 3-19 are similar for all five monitors within this CSA. The highest
annual mean concentration (0.7 ppm) was observed at Site A, a downtown microscale monitor, while
the lowest annual mean concentration (0.4 ppm) was observed at Site C, a microscale monitor in
Longmont. The step-wise nature of the box plots is attributed to the 0.1 ppm resolution of the CO
monitors used in the Denver CSA. Because these monitors have LOD of 0.5 ppm, it is also likely
that the means and statistical distributions are biased as well.

The Los Angeles CSA in Figure 3-21 incorporates an area of 88,054 km? and a maximum
straight-line distance between monitors of 192 km, making it more than twice the size of the Denver
CSA. Of'the 11 CSAs/CBSAs investigated, Los Angeles had the largest number of CO monitors (N
= 24) meeting the inclusion criteria. One monitor was sited for microscale, four for middle scale, two
for neighborhood scale, and one for urban scale. The remaining 16 monitors did not contain a siting
classification in AQS. The monitors were evenly distributed around the Los Angeles and Riverside
areas, with outlying monitors in Santa Clarita (Site U), Lancaster (Site C), Victorville (Site W),
Barstow (Site J) and Palm Springs (Site P). A large amount of variability is present in the means and
seasonal patterns displayed in Figure 3-22. Generally speaking, lower annual mean concentrations
(<0.3 ppm) were measured in the outlying towns including those listed above as well as Lake
Elsinore (Site F) and Mission Viejo (Site O). In addition, a neighborhood scale upwind background
site (Site G) located on the grounds of the Los Angeles International Airport and 1.5 km from the
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Pacific Ocean reported a relatively low mean annual concentration of 0.2 ppm. The highest annual
mean concentration (1.0 ppm) was observed at Site D, a middle scale maximum concentration site
located 25 m from a busy surface street and adjacent to the Imperial Shopping Mall. This site is also
180 m from a major highway intersection and 350 m from Interstate 105. The step-wise nature of the
box plots is attributed to the 0.1 ppm resolution of the CO monitors used in the Los Angeles CSA.
Because these monitors have LOD of 0.5 ppm, it is also likely that the means and statistical
distributions are biased as well.

The pair-wise comparisons for measurements at the monitors in each of the 11 CSAs/CBSAs
included in this analysis reveal a wide range of response between monitors in each city and among
the cities judged against each other (Table 3-10, Table 3-11 and Annex Tables A-9 through A-16).
While this wide range is produced by the interactions of many physical and chemical elements, the
location of each monitor and the uniqueness of its immediate surroundings can often explain much
of the agreement or lack thereof.

For the monitor comparisons within the Denver CSA (Table 3-10 and Figure 3-20), the
correlations tend to be inversely related to the monitor separation distance, with the highest
correlation (r = 0.76) for the two downtown Denver monitors (Sites A and B) separated by 1.3 km
and the lowest correlations (r < 0.46) between the downtown Denver monitors and the Greeley
monitor (Site D) located roughly 80 km north. While Sites A and B have a high correlation, the
comparative magnitudes of the concentrations measured at these two sites, as determined by the P90
and COD, is comparable to comparisons with much less proximal monitors. This is likely caused by
the location of these two monitors on opposite sides of downtown Denver, as illustrated by the aerial
view of monitors A and B in Figure 3-24. While there is no prevailing wind direction in Denver, the
wind comes from the south-southwest with a slightly higher frequency than other directions, making
Site A downwind of the urban core more frequently than Site B. Assuming traffic within the urban
core is a major source of CO, this would explain the higher mean concentrations measured at Site A
relative to Site B despite their close proximity.

Greater variability in the pair-wise comparison statistics is observed in the Los Angeles CSA
compared to the Denver CSA, partially due to the greater number of monitors spread over a larger
area. Factors other than the distance between monitors, however, can contribute substantially to
concentration disparities observed between monitors. To illustrate this point, Site S (located in
Reseda, a suburb in the Simi Valley northwest of Los Angeles) correlates well (r = 0.73) with Site A
(located 108 km to the southeast in Riverside). In fact, Site S correlates well (r > 0.62) with Sites A,
E, F and T, all east of Los Angeles and all over 100 km away. Site S is located in a densely populated
urban area with a mixture of commercial and residential land whereas the other four sites are located
in less densely populated regions with commercial, residential and undeveloped land. Sites S and T
contain no monitoring scale information in AQS, but Sites A, E and F are classified as microscale,
middle scale and neighborhood scale, respectively. In contrast to the above example, Sites I and Q
are located only 19 km apart in Azusa and Pasadena, respectively, and they correlate less well
(r=0.41). While these two locations are relatively close in proximity with similar topography, the
siting of the two monitors is quite different. Site I in Azusa is located 700 m from 1-210 in a mixed
use community containing warehouses, small industry, housing and a gravel operation (Figure 3-25)
while Site Q in Pasadena is located between a large residential neighborhood and the California
Institute of Technology campus (Figure 3-26). Neither of these sites has monitoring scale
designations reported in AQS. The contrasting CO emission sources surrounding these two monitors
result in disparate concentrations with poor correlations despite their close proximity. Topography
and micrometeorology can also play an important role in the correlation between monitors. For
example, Sites C and P are isolated from the other sites in the Los Angeles CSA by the San Gabriel
Mountains and the San Bernardino Mountains, respectively, resulting in lower than average
concentrations (Figure 3-22) and relatively low pair-wise correlations (Table 3-11) for these two
sites. This analysis demonstrates that agreement between monitors on an urban scale is a complex
function of monitor siting, location relative to sources, geography, and micrometeorology.
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Imagery Date: Jul2007 . 8.7 50( Eye'alt 2.00km

Figure 3-24.  Aerial view of the location of CO monitors A and B (marked by the red pins) in
Denver, CO, depicting their proximity to the urban core. Scale: 1 cm =145 m.
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Imagery Date: C

Figure 3-25.  Aerial view of the location of CO monitor | (marked by the red pin) in Azusa, CA
(Los Angeles CSA), depicting its proximity to mixed use land.
Scale: 1 cm =145 m.
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Figure 3-26.  Aerial view of the location of CO monitor Q (marked by the red pin) in Pasadena,
CA (Los Angeles CSA), depicting its proximity to a residential neighborhood.
Scale: 1 cm =145 m.
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3.5.1.3. Micro- to Neighborhood Scale and the Near-Road Environment

Table 3-12 shows the 2005-2007 nationwide distributional